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ELASTIC SCATTERING OF PIONS FROM TRITIUM
AND *HE IN THE BACKWARD HEMISPHERE
IN THE REGION OF THE 4,,(1232) RESONANCE

by
Scott K. Matthews

ABSTRACT

Several experiments have measured nominally-charge-symmetric scatter-
ing of pions from tritium (*H) and *He. These experiments have covered
incident pion energies from 142 MeV to 295 MeV and scattering angles up to
110° in the laboratory. The results have been used to study charge-symmetry
breaking and nuclear scattering systematics.

In the work | have extended these measurements to angles near 180° for
pionenergies of 142 MeV, 180 MeV, 220 MeV, and 256 MeV, which bracket the
A, pion-nucleon resonance. This is the most extensive set of T and n*He data
in this kinematical region. It will allow tests of scattering theory of pion-
nucleus interactions and charge-symmetry breaking in back-angle scattering,
and, within the limits of these two theories, it may help improve our under-
standing of the structure of these nuclei.
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Chapter 1

Physics

1.1 Introduction

Pion scattering from nuclear targets, which is dominated by the strong force,
has been used to study nuclear structure for more than two decades. Recent
experiments have shown that information on both nuclear structure and the
charge symmetry (CS) of the basic 7-nucleon and nucleon-nuzleon interactions
can be extracted by pion scattering from the isomirror nuclei *He and Tritium
(T) [{Nef90}, [Pil91]). Complementary structure information can be extracted by
electron scattering; however this probe can only measure the neutron distribu-
tions by spin-dependent interactions. Since the neutrons in T are paired, their
resultant spin is zero, wnd the neutron radius of T cannot be measured in this
way.

In the present experiments, we measure pion-scattering cross sections and
cross section ratios at several energies near the Aj3 resonance, in the backward
hemisphere. There is very little other He and T ata in this kinematical region,
[Alb82], [Kal0].

1.2 The A = 3 System

There are two nuclei with three nucleons, Tritium (T) or ®H, and *He. T
has a single proton and two neutrons. The ground state predominantly has the
neutrons paired with opposite spins. *He is the mirror nucleus of Tritium. It
has two mainly spin-paired protons and a single neutron. There are no known
excited states of either nucleus [Til87]. Their masses are almost identical; T is ~
20keV more massive than *He. The binding energies, however, are substantially
different: 8.482 MeV for T, and 7.718 MeV for 3He. This is a difference of 764
keV. Coulomb repulsion accounts for all but 40-80 keV of this [Gib91].

In the absence of the Coulomb interaction, and assuming that the nn and
pp interactions are the same, we would expect *He and T to have exactly the
same spatial distributions of nucleons. Since the np force is more attractive than




either the nn or pp force (the only bound two-nucleon state is Denterium (D)),
the ‘odd’ nucleon in each case {the proton in T and the neutron in *He) will
feel more force, and so will have a smaller radins than the ‘even’ nucdleons (the
neutrons in T and the protons in *He); this difference is about 0.15 fin [GGib91].
Adding the Coulomb interaction increases the distance between the protons in
3He. This means that the neutron in *He feels less force from the more-separated
protcus. Both the neutron and proton radii in *He should be expanded in thig
way, by around 0.02 to 0.04 fm [Gib91]. If the pp and nn nuclear forces are not
equal, it is similar to adding an extra piece to the Coulomb interaction, and like
effects should be seen.

Following [Gib91], the following definitions will be used: *delta-even’ (6, )
for the difference between the neutron radius in T and the proton :dius in 3He,
and “delta-odd’ {6, ) for the difference between the neutron radius .. *He and the
proton radius in T. Because of the overall expansion in *He mentioned above,
we expect 4. to be negative, and 6, to be positive.

An extensive review of the experimental and theoretical literature through
1987 is given by Tilley et. al. [Til87]. Gibbs and Gibson {Gib91] and the references
cited therein give a good background for the topics covered in this work, including
the basic scattering theory issues as well as historical perspective.

1.3 The Pion-Nucleon System

The pion is a meson with isospin I=1 . and spin S=0. It comes in three
charges. corresponding to the three projections of isospin. I,. 1. 0, and -1. These
projections are called 7%, 7° and n~, respectively; they have charges +1, 0, and
-1. and masses 139.57, 134.96, and 139.57 MeV/c%. The nucleon has S = % and
S. = i%, I - % and I, = :t%. nese isospin projections are called the proton
(p) and the neutron (n). respectively: they have charges +1 and 0, and masses
of 938.27 and 939.57 MeV /c?.

The possible isospin combinations in 7-nucleon scattering are I= :’ . =
:t(%.%), and I = 3, 1, = +3. The spin possibilities are S = 3 and S, = +3.
The isospin can be regrouped using Clebsch-Gordan coefficients. If we designate
astate with[ = % and [, = %, for example, as | 3’ % > , and use similar notation for
the other combinations, then we can rewrite the various scattering combinations

as

wtp = 3.3, (1.1)

tn = /I|§l>+ :)I-l> (1.2)

S LA 312 .
2 31 l 1

™p = 323> —y5l2 > (1.3)
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m n 312, 2>+ 3|21 2>) (')
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There 1s an experimentally observed resonance in 7-nucleon scattering for
incoming pions with energy of ~ 180 MeV with the nucleon at rest. This reso-
nance, called the *Delta Resonance’ (Aj3), occurs when the spatial-angular mo-
mentumn quantum number ¢ is 1, the total angular momentum quantum number
J is 3, and the total isospin 1 is %
Consider elastic #* n scattering at 180 MeV. The scattering amplitude will

contain a term that looks like
<wtn|(Mirtn>, (L.7)

which can be rewritten as

1 2 1 1 131 211
§< [+ §<-2-,-2-| (M) §[§,§>+ §|§,5> ,

where M is the transition operator. The amplitude does not depend on the
I. value if we assume that CS holds for m-nucleon interactions. Assuming the
couservation of [ in the m-nucleon interactions, and that the transition does not
depend on I,, so the I, component can be suppressed, we can rewrite this as
l<9'M'5’>-L3<1|M|—‘>=~1-M +-2-M
gtz o gs g g 7= g T g
On resonance, that is. where the incoming pion kinetic energy is 130 MeV, and
M3 > M, this is just %.’1’]3.
With these assumptions, after forming matrix elements like Eq. 1.7 forn*p |
T~ p , etc., we can write down the following relationships for the scattering cross
sections, either total or differential, which are propcrtional to the square of the
amplitudes:

(2%
-

o(x* p) = 9o(r* n),
o(r"n) = 9Yo(7"p),
o(z* p) = o(r7n),
o(z* n) = a(r p).

If we assume that a system that has total spin = % is invariant under 1.-

tations and parity reversals, then it can be shown [Tay72, Chap. 6] that the
scattering amplitude can be written as

AD.E) = f(0.E)+19(0, E)fr - o

where f and g are called the non-spin-flip and spin-flip amplitudes, respectively.
They are the amplitudes for scattering where the third component of the spin

3




of the nucleon is “flipped’ (has its sign changed) or not ‘flipped’ during the in-
teraction. 0 is the scattering angle, F is the total energy, 1 is a unit vector
perpendicular to the scattering plane, and o is the Pauli representation of the
spin, that is, 8 = 0. The differential cross section is the magnitude of this

amplitude,
do

e NI (18)

in the case where the target is not polarized and the scattering asymmetry is
not measured. Near the Ajjz-resonance energy, the interaction is dominated by
the ¢ = lIpartial wave; the spin-fiip amplitude has a sine dependence aund the
non-spin-flip amplitude has a cosine dependence.

Figure 1.1 shows the basic amplitudes for 7* p, at the pion-resonance energy
of 180 Me\V'. from the VPI phase-shift analysis [Arn85]. Except at far-forward
angles. most of the amplitude is in the imaginary parts. The sine and cosine
shapes of the spin-flip and non-spin-iip parts are obvious. The #~p amplitudes
are ~ + of the r*p | as predicied. There will be a dip at 90°, the ‘non-spin-flip
dip” (NSF dip), in any amplitudes that depend primarily on the non-spin-flip
part. because of the cosine dependence.

1.4 Charge Symmetry

(‘harge Symmetry (('S) is defined as equality under the operation of charge
conjugation. In the case of 7T and m3He scattering, charge conjugation changes
* into #"and vice verse, and also changes T and *He into each other (by revers-
ing the protons and the neutrons). Therefore, if charge symmetry were universal,
we would expect 7% T to be the same as 1 ~*He. and 7~ T to be the same as #+3He.
('S can be broken in four ways in this system. The first charge-symmetry bres king
tUa: cffect 1s Coulomb scattering. The Coulomb force'is not charge symmet-
ric: thus the different charge combinations of pions and nucleons are important.
In general. Coulomb scattering is of the order 1/137% less than the strong force
scattering, so this should be a small effect. However, in the region of the NSF
dip, some of the primary amplitudes are going through zero (see Fig. 1.1). We
might expect that Coulomb interference could be important there.

The second CSB effect is also due to the Coulomb force. Coulomb repulsion
pushes the protons in *He apart, forcing the neutron radius in 3He to increase as
well. Because of this *He is larger than T, and so the form factor of 3He will fall
oft more ~uickly with momentum transfer than will thai of T(see Sec. 1.6.2). In
gene:al. the *He cross sections will be less than the T cross sections in nominally
charge-symmetric situations. For instance, because of this size difference, we
expect

T

o(r*T) > o(r*He).

The third CSB effect is due to any difference in the nn force with respect
to the pp force. For examnle, if the pp force is geater than the nn force after
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Figure 1.1: m-nucleon scattering amplitudes, for 180 MeV pions and stationary nucleons
(in the lab frame), as a function of scattering angle in the r-nucleon center of mass, from
the VPI phase shift aralysis [Arn85]. The bold lines are the non-spin-flip amplitudes, the
lighter lines are spin-flip amplitudes. The real parts of the amplitudes are shown solid, the
imaginary parts dashed. The dotted lines show zero amplitude, for reference.




the electromagnetic interaction has been accounted for, then the proton radius
will be increased in *He over the neutron radius in T, beyond the increase due to
Coulomb repulsion. This is an example of Nuclear-Charge-Symmetry Breaking
(NCSB).

The final CSB effect is a difference in the strong #N amplitudes as a func-
tion of isospin projection. A good measure of this is given by pion scattering
from Deuterium. Recent measurements by Smith e¢. al. [Smi83| found an overall
asyrametry of ~ —1.5% for 7*D and 7D scattering at the resonance energy in
the backward hemisphere, independent of scattering angle. Neglecting Coulomb
effects, this scattering should be charge syminetric; if the reported asymmetry is
correct, we can expect it to show up in the current results as well.

1.5 Ratios

Several scattering ratios have been defined by Nefkens ef. al. [Ne{90] that
help to illuminate different parts of the pion interactions with A = 3 targets, and
which also give some evidence for NCSB [Nef90]. They are:

pt = do(x*T)/da(r**He) ,

p~ = do(r~T)/do(r3He) ,

ri = do(x*T)/do(x3He) ,

ro = do(x~T)/do(n*3He) ,and
R = rixry, =pt xp~.

A brief discui<sion of each ratio is given below.

pt ... " Tis it he numerator. At the resonance energy, scattering from the
proton will dominate; both spin-flip and non-spin-flip scattering are pos-
sible. The denominator, v*?He, is dominated by 7+ on the spin-paired
protons, and so predominantly non-spin-flip scattering. Near the NSF dip,
at 78° in the w-nucleus center of mass (90° in the 7-nucleon center of
mass), the non-spin-flip amplitude goes through zero, so most of the scat-
tering is spin-flip. The denominator reflects this dip, since it is primarily
NSF, but the numerator can still experience spin-flip on the single pro-
ton. Therefore, there is a peak in p* around 78°. As the scattering angle
approaches back angles, the spin-flip amplitude goes to zero, and the non-
spin-flip amplitude dominates for single scattering. This means that the
denominator, which has twice as many protons as the numerator, is larger.
and p* should decrease at large angles. in a single-scattering picture.

p~ ... The systematics are the inverse of those for p* . Because 7 n is pre-
dominant, there is a dip in the NSF dip region where p* has a bump, and
the ratio should rise at back angles for single scattering, because the two

6



ry ...

ro ...

resonance interactions in the numerator will dominate the single resonance
interaction in the denominator as the spin-flip term goes to zero.

The numerator, 7+3tle , and the denominator, #~ T , are isomirror inter-
actions. Therefore, if CS were strictly observed, r; would equal 1.0.

The Coulomb interaction is not charge symmetric. There is twice as much
Coulomb scattering in the denominator as in the numerator, because there
are twice as many charged nucleons in *He as there are in T, and so both
the pure Coulomb scattering and the Coulomb interference is not the same
for numerator and denominator, (see Sec. 1.6.1). Furthermore. the protons
in *He will feel a mutual repulsion, so they will be farther apart than the
neutrons in T. This repulsion is reflected in an increased separation, and
therefore a decreased form factor, decreasing the cross section in the de-
nominator. Finally, the effect of the Coulomb-nuclear interference depends
on the relative phase of the nuclear and Coulomb amplitudes.

The Coulomb-scattering effects are small, so we expect that the the dif-
ference in form factors to dominate and r; should be greater than 1.0.
Generally, ri emphasizes scattering from the unpaired rucleons, p in T
and n in He, at the resonance energy.

This ratio is also nominally charge symmetric, and the decrease of the
form factor of *He in the numerator should cause r; to be greater than
1.0, as was the case for r; . Since r, emphasizes the paired nucleons at
the resonance energy, it will be primarily non-spin-flip scattering. At the
NSF dip, since only spin-flip is left, it will be a ratio of the ‘non-resonance
interactions’, that is 7™p /7 n .

. The Superratio can be formed as the product or r; and r, . and equiv-

alently of p* and p~ . It will have the same first-order corrections for
Coulomb effects in both the numerator and the denominator, so it is less

sensitive to Coulomb than the other ratios. If CS is universally true, R is
1.0.

These ratios have been. measured in three previous experiments, for a variety

of energies in the forward hemisphere [Nef90) [Pil91] [Pi192] [Ber91); the results

are shown in the following figures.

The bump at 78° that corresponds to the NSF dip is obvious in pt | p~

)

r, and R, for 142 MeV and 180 MeV incident pions. The larger error bars on

ry and r, are due to the fact that the normalizations do not cancel there (see
Chapter 3).
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Figure 1.3: v, and r, from previous LAMPF experiments. O Exp. 546 [Nef90)], x Exp.
905 [Pil91], O Exp. 1032 [Pil92] and [Ber91].
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1.6 Elastic Scattering

Flastic scattering is a scattering reaction that leaves both participants in
the same states they occupied hefore the collision. Although intermediate states
that arc not the same as the final states can be included in a multiple-scattering
calculation, very often it is assumed that both participants remain in their orig-
inal states throughout the entire process. In single scattering, this is the only
possibility. Since there is no rearrangement, this is a good way to study some
aspects of nuclear structure. w-nucleus scattering is a combination of two in-
teractions. Because both the pions and the nucleons have charge, there is the
Coulomb force. The pions and the nucleons also interact through the strong
force. and the proper description of the interaction includes both forces.

1.6.1 Coulomb Scattering

Coulomb scattering is a small part of the interaction because of the coupling
constant a = 1:147‘ compared to ~ 1.0 for the strong force. The Rutherford formula
for Coulomb scattering is

222
do[dQ = ——F——
/ 4p?sin*(6/2)

where z is the charge of the nucleus . u is the reduced mass, p is the center-of-
mass momentum and 8 is the scattering angle. The fourth power of the sine in
the denominator means that the cross section is very large at small angles, and
drops off rapidly as the angle increases. In a potentiai-interaction description
of m-nucleus scattering, the Coulomb interaction can be included as a separate
term in the scattering amplitude.

f=fc+ fnem?®

where fy refers to the strong-force amplitude, and 2¢ describes the phase between
the two [Tay72] [BinT738].

Since the cross section is the square of the amplitude, we can write

d 2 ’fclz |f('| Re fx (ro ) m fx . )}
= U R P T s+ RefN n(29)

The last two terms in the square brackets are the fractional change due to the
Coulomb interaction. Especially at back angles, the Coulomb contribution should
be small, because of the factors of fi-/fv. However, in regions where the strong
amplitudes are small. such as at the NSFE dip, the Coulomb force may become
important. Whether it can be neglected must be investigated in each case.
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1.6.2 Nuclear Scattering

Many scattering quantities are reported in terms of the four momentum
transfer
q= (I"fvpf) - (l‘ﬂvpx)'
where the subscripts refer to the final and initial quantities, that is, for the
outgving and incor o pion. For elastic scattering, the energy is conserved, and

¢’ =¢"q. = —q-q. =
The units used throughout are inverse-fermis squared (fin=2).

An interaction is limited kinematically by the amount of momentura that
can be transferred from the projectile to the target. In elastic scattering, we con-
sider the nucleus as a single particle. Momentum and energy must be conserved
with this particle and the projectile in any scattering interaction, so for scatter-
ing at a given angle the momentum transier is found from r-nucleus kinematics.
However, if we assumne that the scattering involved just a single interaction of
a pion with one nucleon (single scattering), then the total momentum transfer
must come from that interaction. Figure 1.5 and Figure 1.6 show calculations
of the momentum transfer for scattering from tritons ai.d nucleons. Four curves
are calculated for each energy that is covered by these experiments. The solid
curve is for scattering from the Triton. The dashed curve is scattering from an
at-rest nucleon. The two dotted curves are for scattering from nucleons with
non-zero nuclear momenta. In each plot. the upper dotted curve is for nucleons
with nuclear momentum of 200 MeV/c, and the lower dotted curve is for nuclear
momentum of 100 MeV/c. For cvery energy except 295 MeV, it is possible to
get the required momentum transfer for scattering out to 180° from single scat-
rering, although for the lare~st angles, only the tail of the nuclear-momentum
distribution «. ... suffice. Thi- means that the probability for single scattering
decrec 5 as a function of the momentum transfer. The curves show that single-
~cattering is important throughout the entire angular range at 142 MeV, and that
its importance decreases as the incident energy increases. At 295 MeV, it will
he impossible at the largest angles for all but the highest-mementum nucleons.
We should be able to have a very large component of single scattering at least
to the angle of the NSF dip, since at that point for 180 MeV pions there is good
overlap between the m-nucleus momentumn transfer and the momentum transfer
from 100 MeV/c nucleons, as shown in Fig. 1.5.

1.6.3 Pion-Nucleus Scattering

For a m-nucleus interaction described by a Hamiltonian

H = Hy+V
A
H.'V + I"N + Z"l(r - ri)a

=1
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Figure 1.5: Momentum transfer as a function of center-of-mass scattering angle for the
m-nucleon and the m-nucleus systems, for four incident-pion energies. In each figure, the
solid line is momentum transfer to the nucleus, and the dashed line is momentum transfer
from a free nucleon at the same incident pion energy and laboratory scattering angle. The
dotted lines are the maximum possible momentum transfer from moving nucleons; with
nucleon momentum of 200 MeV/c for the top line in each case, and 100 MeV/c for the

bottom dotted line.
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Figure 1.6: Momentum transfer as a function of center-of-mass scattering angle for the
m-nucleon and the w-nucleus systems, for an incident-pion energy of 295 MeV. The
different lines are described in Fig. 1.5.
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where Hy is the nuclear Hamiltonian, A is the number of nucleons in the nucleus,

K, is the pion kinetic energy, and v, is the interaction between the pion at
coordinate r, and the nucleon at rj, we can write an equation for the T matrix

A A
T = V+VGT =) v+ vGT.

1=1 1==1

This background material is from [Eis80, Chap. 3,4]. The scattering amplitude
is

<k'p'ad|T|kpa>, (1.9)

where k', k and p’, p are the final and initial momenta of the pion and nucleus,
respectively, and o, a refer to the final and initial total spin and isospin. G is
the Green function or propagator for the pion in the nuclear medium

1
G = ’
E-Hy—-K.+u

where F is the total energy and 7 is taken to zero after the integral to determine
the amplitude is completed. After some algebra, we can write

A
I = L+4GY T, (1.10)
J#i
A
r = YT, (1.11)
=1
t, = L',+U,'(1't,. (112)

t, s the a.aplitude for scattering from a single nucleon in the nuclear medium.
In the case where the nuclear Hamiltonian can be neglected with respect to the
pton kinetic energy,

[~ 1, (1.13)

is the amplitude for scattering from a free nucleon. Note that ¢, = t,(E£), where
E is the total interaction energy. found in the propagator.

In elastic scattering. the initial and final nuclear states will be the ground
state. We expect the first part of the expansion for T, to be greater than the terms
in the summation ¢,GG 7%, T, because the latter contains products of amplitudes.
Retaining only the initial term, 1.9 can be rewritten as

A
Y <0<k pia it/ kpa>]0>

=1

A
= Z/dpl ...dp;,dp}...dpa
i=1
x®§(p1...pi...pa) (K k,p.E)8(p; + k' — p — k)®o(p1...Pi...PA).
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The matrix < k' pj o’ |t,| k pj @ > has been replaced by a number that depends
on the interaction energy and a delta function that conserves momentum among
the pion and struck nucleon. ®¢ refers to the nuclear ground state. The delta
function serves to replace p; with p; — (k" — k) = p; — q.

If we ignore the motion of the struck nucleon, that is take p; = p} = 0 when
considering the amplitude ¢,, we have the fixed-scatterer approximation. The
amplitude becomes

> ok’ k E)/dpx .. dpa®S'(p1...Pi—q...pa)®S(P1...Pi-.. Pa)-

aLd

The ground states have been replaced by functions that refer to the proton and
neutron ground states, taken separately. o refers to the nucleon type, and 7 is
an index within this type, such as the first neutron, the second neutron, etc. .
This removes direct isospin dependence in favor of describing the neutrons and
protons individually. We can rewrite the integral as

F,(q) = /dre‘q"'p"(r), (1.14)
and the amplitude becomes

Y ti.(q. E)Falq). (1.15)

The form factor is the Fourier transform of the nuclear density. the ratio
between scattering from . ~xtended object. and scattering from a point. The
electroinagnetic form fact  for T are reported in [Jus83),[Bec82] and [(*0l65],
and for *He in [McC77]. a~ ~ell as others. The charge form factor measured this
way. F.,. reflects the spatial distribution of protons in the nuclei, that is it is
similar to the body form factor.

The f~=m factors are given as functions of the 4-momentum transfer, squar-
ed. ¢*. Figure 1.7 shows the *He charge form factor mcasured by [Mc(77]. If we
assume a gaussian shape for the nuclear density, then

Fop=e TR (1.16)

where R is the nuclear radius. As the figure shows, an effective radius, R.,;; =
1.73 fin, gives a good match to the data in the region of the current experiments,
up to about —t = ¢* = 3fm~%. R.;; = 1.60 fm does a similarly good job for the
T data. which is not shown.

1.6.4 A Simple Calculation

With the approximation in 1.13, we can use the m-nucleon amplitudes
shown in Fig. 1.1 in Eq. 1.15 to get the scattering amplitudes. However, a
refers to the proton and neutron, so we need an expression for the neutron form

16
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Figure 1.7: Form factors for e>He scattering, and a gaussian form factor calculated with
R =173 fm.
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factor. We expect the neutrons and protons to have similar distributions. In par-
ticular, under charge symmetry, the neutron in e should have exactly the same
distribution as the proton in T: hkewise, the protons in *He and the neatrons in
T.

Gibbs and Gibson, see Sec. 1.7, suggest that proton repulsion in *He leads
to an increase in the proton radius of *He over the neutron radius of T of 0.030
fm while the neutron radius of *He is greater than the proton radius of T by 0.0:35
fm. In a gaussian form factor such as in Eq. 1.16 we can just change the value of
R.;; to accommodate these radius differences. In the following calculation, the
charge form factors measured in electron scattering are used at each value of ¢*
for pion scattering from the protons. Expanding f?,,

Re/!—~(Rp+b)2=R;+2[{p6+,

where R, is the proton-distribution radius and é is the small change to get the
neutron-distribution radius. Then, we can multiply the measured proton form
factors by e~24"Re3/6 to get the neutron forin factors. In doir:g this we assume the
neutron distribution has the same basic shape as that of the protons, but that
the neutron distributions’ radius is different.

In m-nucleus elastic scattering. we cannot have spin-flip scattering from
the spin-paired nucleons, protons in *He and neutrons in T. because the Pauli
principle forbids them to have the same spin in the ground state, and there are no
excited states to occupy. We can write out the amplitude for the fixed-scatterer
approximation using the free nucleon amplitudes as

Ar*T) = Fr([f(z¥p)+glxtp)|+2F7 f(rtn)
A(rt3He) = 2Fph. f(rtp )+ Foge [f(rtn )+ g(ntn )l
1(7' TY = fr[fle=p)+glxp)+ 2807 fir n),
—JHe) = 2Fp3He f("'_p ) + [“u""He [f(”_n ) + .(/(7r_“ )]1

where the form factors are written as. for example. [,r . ‘the form factor for
protons in T

Fig. 1.3 1s an example of this calculation. which will be called the Simnple
Model henceforth, for 180 MeV pions. The match is good up until the vicinity of
the NSF dip. From the momentum transfer calculations, we would only expect
the fixed-scatterer. that is z ro-momentum nucleon. approximation to be good
to 60° —- 70° in the center of mass, and the dip occurs at about 78°.

Fig. 1.9 shows the same calculation. this time for the ratios p* . p~ . ry
and r, . The effect of the dip is very prominent for p* and p~ . For example
in pt , the numerator is #+T. at resonance energies this is primarily #*p , on
the unpaired nucleon, so spin-flip can occur. In the denominator, the resonance
scattering is from paired protons, which can not undergo spin-flip scattering.
So, as the angle approaches the value for the NSF dip, the denominator goes
as the disappearing non-spin-flip amplitude. while the numerator goes with the

Ix
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Figure 1.9: A fixed-scatterer impulse calculation of the 180 MeV ratios. Top: p* ,
filled squares, and p~ , open squares. Bottom: The charge symmetric ratios r, , filled
squares, and r; , open squares. Data from previous experiments [Nef30),[Pii91},{Pil92] and
[Ber91].
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peaking spin-flip amplitude, and p* has a bump. The systematics are exactly
the same for p~ , except that it is the numerator that goes as the non-spin-flip,

and the denominator goes as the spin-flip amplitude, so p~ has a dip. The
calculated values of p* and p~ match the data well. The size of the effect
is somewhat too large at the depth of the dip, and the match is not good at
large angles. This latter is expected since we are getting far out in momentum
transfer, where the zero-momentum amplitudes (fixed-scatterer approximation)
are less and less appropriate, because the kinematics require that scattering takes
place from nucleons with higher momenta.

The match of the calculations with r; and r, is poor. At resonance energies,
in the region of the NSF dip, r; is primarily

l'"p'r g(r*p) .
Fospre g n )’

the amplitudes should be nearly equal { in these calculations they are set equal, as
the VPI program only calcuiates pion-proton scattering), and we may expect the
form factor ratio to govern the shape here. The extrapolation to the neutron form
factors is very crude: the subtlety of the effect is certainly beyond the calculation.
The overall flatness of the curve is expected, but the steady rise is not seen in
the data. At this energy and angle, r, is primarily

For gln"p)
Fn’He g(7r+n )'

neither numerator nor denominator are purely I, = 3. The hump in the data is
not seen in the calculation. Both calculations are cut off at 110°, which is well
beyond the possible momentum transfer from an at-rest nucleon.

Figure 1.10 shows a series of calculations of the ratios with different values or
0. and 8, . Asthe VPI phase-shift program only calculates amplitudes up to about
5 fm~* (180° in the m-nucleon center of mass), the same amplitudes are used for
m-nucleus center-of-mass angles from 110° through 180°. As p* and p~ depend
so critically on the amplitudes, their values should not be taken seriously in the
backward hemisphere. r, and r, are not so amplitude-dependent, and we might
expect usable back-angle results for these latter two ratios. In the NSF dip
region, the different values of é, and é, can cause small inflections if the proper
combinations are chosen. However. this is not surprising as the NSF amplitudes
are changing very rapidly here. and so a slight change in any parameter might be
expected to have measurable effects. In the backward hemisphere, using different
values of 4, and §, change the magnitude. but not the shape, of ry and r, .

In summary, the major features of the scattering at forward angles and reso-
nance energies are well reproduced by the single-scatterer impulse approximation,
as seen by the good match for p* and p~ . The calculation is good up to the
region of the NSF dip, as expected. The calculation fails ‘o reproduce the sub-
tler features of ry and r, . which are not so obviously related to the r-nucleon
amplitude shapes.
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1.6.5 The Optical Model

Using equations 1.12, we can derive a more general scattering result [Eis80,

Chap.4]. We will be taking the expectation value of T' between nuclear ground
states and pion states,

A A A
<T>=< Y (L +LGY 1) >5~< Y (4, + LGT) >,
[ J# t

assuming in the last line that making the sum over ) include the i term would
only give an error of order 1/A. This is an acceptable result for large A; for A =
3. it is necessary to make a correction [GGib91] [Ker59]. Ignoring the pion states
for now, we take the nuclear ground-state expectation value

A
<OT{0> = <0])_tj0>

A
+ Z< 0 |Zt,| >0, <p|T)0 >,

where the summation over g is over a complete set of nuclear states, and the
subscript on (7 means that it has the nuclear energy H, in the denominator. We
can separate the summation into two parts, ¢ = 0 and g # 0. Then

A
<07T)I0> = <0]>)_t]0>
A
+ < 0D 4LI0>G<0|T]0>
' A
+ Z <0 ‘Zt,l p>G. < p Ty >.

¥ ) '

We assume the final term is not as important as the other two because it involves
transitions to excited states and then back to the ground state, and this is less
likely than remaining in the ground state the whole time. Defining

A
V=<ol) ulo>
we write

<OIT]0> =1+ V.Go< 0]T]0 >.

This is the form of the Lippman-Schwinger equation for the scattering matrix
T for scattering from a potential V. Taking the Born approximation for the
scattering amphitude

B=<k!V]k>
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is the first-order optical model. In pion scattering, it has been :xperimentally
determined that a good approximation for the m-nucleon interaction is {Eis80,
page 196]

<K |t(ENk>=bF,)+c(E)k" Kk,

for spin and sospin saturated nuclei. with pion energies below 300 MeV. Assum-
ing that the pion interaction is the same with each nucleon, we can rewrite Eq.
1.15 as [Eis80, page 195

<K |V]k>=A< |t k> /e'(k-k')~fp(r)dr.
Kisslinger noted [Kis55] that this result would be obtained if
Vo= Ab(E,)p(r) — Ac(E )V - p(r)V.

The problem is thus reduced to determination of b and ¢ at a given energy, and
for a given density.

Many groups have enlarged upon this idea, with potentials that include
spin and isospin dependent parts, and sophisticated functions for the various
coefficients introduced. including b and ¢ above [Lan75}, [Str79].

Some applications by other authors to the forward-hemisphere data from
these experiments are discussed below.

1.7 Other Calculations

Several groups have calculated the cross sections. as well as some of the
ratios. A few of these are considered below.

Nefkens et. al. performed an analysis of the forward-hemisphere data us-
ing an impulse approximation similar to the one performed in Sec. 1.6.4: that
calculation was done after seeing Nefkens' work. The authors used the VPI
phase-shift analysis for the x-nucleon amplitudes. and. in calculating the ratios,
assumed an exponential shape for the form factors. They also include a shadow-
ing factor designed to model the fact that the nucleon under consideration will
be hidden by the other nucleons a certain fraction of the time. Assuming that
ftrtp) = 3f(7"p ) and f(x*p) = f(# " n ). and assuming that the isomirror
relations hold as well. and that these also hold for the spin-flip amplitudes, the
authors derive the relationships

ry ~(Far [Fpy. )2 and

For ={14(0.03 £0.02)¢*|Fp. -

The latter equation can be rewritten. assuming that the terms in the square
brackets are the expansion of an exponential. as

» 0.039° _ 4» 2x0.05x1.7492 /6,
fnT = Fp_!llc € T = Ip"Hr 4 / .
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that is §. = —0.05, in rough agreement with the value found by Gibbs and Gibson
(see Sec. 1.6.4 and below).

Electron scattering from *He has shown that there is a slight density deple-
tion at r = 0 [McC77]. Equation 1.14 can be written as follows, if the density is
assumed spherical:

F(q) /J’o(qr)p(r)rzdr

where jo is the spherical Bessel function. We can transform this and write

p(r) o« /J’o(qr)F(Q)qqu-

‘he integrand in the latter is a damped sine function; if we write the form factor
as the sum of two gaussians, F' = F} + F,, we can match the density depletion
well.

Barshay and Seghal{Bar85] have assumed a correlation among the nucleons
in 3He that allows them to fit a form factor written as the sum of two gaussians
to the known form-factor shape. The diagram shown in Fig. 1.11 is from their
paper. The np distance is the same in both nuclei in the figure, and by using this
and defining the center of mass to be at the same place for both, they derive the
equation

2 2 2
I+ 2R, =3R;.
Next, they define the form factors as

FT = (1 — e M0 4 (e~ Rid'/6

for the equal proton and neutron form factors of T, and
Fjle=(1- €)e FaT/8 | = Ronad/S,

for the proton and ncutron form factors of *He. R, and R; are the numbers that
give the ‘regular’ gaussian form factors, that is they are the radii for uncorrelated
nucleons. Using the correlation equation and the known values of the T and 3He
charge form factors from electron scattering, the authors determine the following
values for the parameters:

e = 0.27,
Ry = 1.67fm,
R, = L1L74fm,
Rr = 1.12fm,
R, = 131fm and
R, = 1.02fm.

The authors calculate ry and r; using the single-scattering impulse approxima-
tion given in Scc. 1.6.4, but they use only the p-wave part of the amplitudes, that
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Figure 1.11: Figure from [Bar85], T on the left, and He on the right. T is an equilateral
triangle, with nucleon radius R,. He is an isosceles triangle with proton and neutron radii
R, and R, respectively.
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= f(r~n ) =2cos(),

)
)
) = J(x7p) = g cos(h),
g{r*p) = g(r—n ) =sin(b) and
1 .
) = g(n"p):asmo.

Figures 1.12 and Fig. 1.13 reproduce the authors’ calculations (on the left
in each higure), and show the same calculations done using the VPI-phase-shift
amplitudes instead of the p-wave forms, (on the right in each figure). Note that
the authors did not calculate p* or p~ |, but as they gave the values for all of
their parameters, it is easy to do the calculation using their method; this is done
here. Their ry result is especially intriguing as the bump and return to 1.0 is
reproduced fairly well. Their r; calculation has a similar but smaller bump; the
shape is similar to that reported by Exp. 516 (O, [Nef90]), but the other data,
taken with the new targets and using Deuterium for normalization cross sections
(x. [Pil91] and O, [Pil92], [Ber91}), are flatter, and further from the calculation.
Their p* and p~ results are shifted from the data, but have the correct shapes
otherwise "he calculation was redone, using the VPI amnplitudes with the authors’
ferm factors; the vesults are shown on the right in each figure. p* and p~ are now
a good match for the data, but r, no longer comes back to 1.0 after the hump.
T'here is still a shight inflection: evidently the good match in the authors’ result
was somewhat fortuitous. as smoothing out the cosine dependence by including
other than p-waves eliminates the good match with the data.

Kin. Krell and Tiator [Kim36] and Kim, Kim and Landau [Kim87] have
done optical model calculations in an attempt to explain the forward-angle ratios.
In their calculations. theyv consider only the Coulomb interaction as a source of
'SB.

The first of these papers looks at both nuclear-Coulomb interference and
Coulomb repulsion of the protons of *He; no spin dependence is included in the
calculation. The densities are exponentials

polr) = Nye T3 L py(r) = Npe 3,
whe.e the subscripts n and p refer to neutrons and protons respectively, and .V
is the nutnber of nucleons of a type. either neutrons or protons. The authors find
a nuclear-Coulomb interference-related structure in vy , r2 , and R, around 90°
in the 7-nucleus center of mass. which is well beyond the ~ 78° location of the
NSE dip. with €SB due only to Coulomb interference, and not proton repulsion.
When they include proton repulsion in *He. by increasing r, by 0.03 fm in *He,
they see a similar structure; this addition makes ry , r, and R greater than 1.0
in the backward hemisphere. In both cases, the backward hemisphere ratios are
smooth and structureless. These calculations, which are sketched over the data




T

0.8

T 1 T T
30 60 90 120 150 180
6 (deq)
cm

1.5

1.4 -

1.3 | -

ri

15 15

1.4 1 SR P -

1.3 - 13 F .
Y24 ] - Q12 b s

1.1 { - 11 b % ][ -

1.0 1 - 10 f -

0.9 0.9

T T i T
30 60 90 120 150 180
6. (deg)

i T 1 T
30 60 S0 120 150 180
8, (deg)

Figure 1.12: r, and r; calculated in a single-scattering impulse approximation, using

sum-of-gaussian form factors, from [Bar85]. left:

Using p-waves only. right: Using

VPI-phase-shift amplitudes. The bump in r; is reproduced fairly well using the p-wave-only

formulation.




4 4
3 A - 3+ _
CVE - Q2 -
1 . - 1 b -
0 T T 0 T T
30 60 S0 120 150 180 30 60 90 120 150 180
6. .deq) 8., (deg)
4 4
3 = 3 F |

0

0
30 60 90 120 150 180 30 60 90 120 150 180
8 .(deg) 8. (deq)

Figure 1.13: p* and p~, using sum-of-gaussian for factors from [Bar85] and

a single-scattering impulse approximation. left: p-wave-only amplitudes. right:
VPl-phase-shift amplitudes.

29




1.50 1.50
140MeV
1.25 1 1.25 1 s
p i
T 1004 @ 100%-- :
0.75 1 - 0.751
0.303 30 60 90 120 150 180 030835 60 90 120 150 180
8_,(deg) 9..(1«:9)
1.50 1.50
160MeV 125
‘251 i. .. “b . 1
N LGQW.... § ............ P 1.001.
0.75 1 s 0.75 L
— 50 B ——
03055 60 90 120 150 180 930535 60 0 120 150 180
8_(ceg) 6_.(ceq)
1.50
200MeV ¢ = =
1.25 1 e’ !
i
@ 1004 - ea .3
0.75 1
°‘5°c 30 60 90 120 150 180

8_.(deg)

Figure 1.14: Ratio calculations by Kim, Krell and Tiator [Kim86], sketched ove: the
data. The solid lines are their calculation for m-nucleus scattering including Coulomb
interference, but no Coulomb repulsion in 2He. For the dotted lines, they add Coulomb
repulsion in the form of an additional 0.03 fm separation in the >He-proton radius. The
data available when this calculation was done was only from experiment 546. O Exp. 546
[Nef90], x Exp. 905 [Pil91]}, O Exp. 1032 [Pil92] and [Ber91].




in Fig. 1.14 which was taken from the reference, show that while the calculation
does not represent the data very well, the nuclear-Coulomb interference should
not be ignored, and that at least at back angles, the optical-model calculation is
vecy sensitive to the nucleon separation, which means that it is very sensitive to
the form factors.

The second paper (KimB87) considers only nuclear-Coulomb interference as
a source of CSB. The authors use a momentum-space optical potential, which
includes spin-flip interactions. They do a credible job on R on the large-angle
side, matching the slope and coming back to 1.0 around 100° in the 7-nucleus
center of mass, where they found the nuclear-Coulomb interference structure in
the previous paper. The rest of the angular region is not a very good match.
Specifically, their curves are very flat between 30° and 65°, where the data show
a significant deviation from 1.0 with a smooth slope in r; , and consequently in
R. Their bump is too narrow in r; and R; however the height is in keeping
with the later data sets (O, x) and they find the peak at the right location
(around 78° in the =-nucleus center of mass). In their previous paper, added
proton separation in *He gave some deviation from 1.0 in the region forward of
the NSF dip. and some added deviation and shape in the backward hemisphere;
possibly this lack explains the corresponding lack in these regions in the second
paper. Figure 1.15 is a sketch of their results over the existing data. Kim et.
al. claim to have shown that the structure in R in the NSF dip region is due
solely to Coulomb interference. However, as suggested by Briscoe and Silverman
[Bri89]. considering that they have only identified a structure whose location is
near the NSF dip. while missing the amplitude and width of the structure as
well as failing to reproduce the rest of the data, it seems more reasonable to say
that thev have shown that Coulomb interference has a non-negligible effect in
this region, and should be included in any complete treatment.

A more recent momentum-space optical-model calculation has been per-
formed by Gibbs and Gibson [Gib91]. Their calculation includes spin-flip scat-
tering and Coulomb scattering and repulsion. They calculate cross sections and
R. They state that the major dependence found in their scattering calculation
was on the neutron and proton radii. Actually, they assume that the proton
radii are known from elastic electron scattering, and they search for values of 4. ,
which is the difference between the neutron radius in T and the proton radius in
*He, and §, , which is the difference between the neutron radius in *He and the
proton radius in T. For each combination of the scattering-theory parameters,
they perform a chi-square fit to the data to determine the best values of §, and
d, . Their results are

$, = —0.030 £0.08fm

and
6, =0.035%£0.07fm.

Figure 1.16 shows their calculation of R : they do a reasonable job on the forward
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hemisphere data. Variations of 0.01 fin in . make a noticeable change in their
backward hemisphere curves.

Figure 1.17 shows their cross section calculations, using the parameters that
gave the best A results. They have produced a good match in the dip region.
althcugh a little high for #*3He. The similarity of the symmetric pairs is obvious
(diagonal from each other in the figure).
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1.8 Summary

The most dramatic features of the forward-hemisphere results are due to the
NSFE dip. The simple ratios pt and p~ were well-reproduced by the Stmple-Model
calculation done in Sec. 1.6.4; the most important i:iput was the r-nucleon amp-
litudes, which were taken from the VPl phase-shift analysis, assuming a non-
moving nucleon. The calculation failed to reproduce the bump in r; . In that
calculation, Backward-hemisphere values of ry and r, depend mostly on the radii
used in the exponential form factors. Kinematical considerations indicate that
multiple scattering should be relatively more important in the backward hemi-
sphere.

Calculations by Kim and collaborators [Kim386] [Kim87] failed to reproduce
the ratios but did show that Coulomb interference could make important contri-
butions in the region of the NSF dip.

Finally. calculations by Gibbs and Gibson [Gib91] vielded precise values of
0. and &, and matched the forward-hemisphere cross sections and R data quite
well. This calculation included Coulomb interference in a potential interaction
model. The authors state that they need to include NCSB in the form of added
proton repulsion in a nuclear model in order to reproduce the values of n* und
p~ found in the scattering calculation.

Backward-hemisphere measurements will extend the pion-elastic scattering
data from T and *He into previously uncharted regions. Data taken farther
from the NSF dip will not suffer the difficulties due to the steeply changing
amplitudes in this region, and so it may be possible to understand systematics
of the scattering calculations that are obscured near the dip. As the scattering
angle approaches 130°. the spin-flip amplitudes approach zero. and comparisons
with scattering from spin-zero nuclei. specifically *He. might be revealing.

The question of charge-symmetry breaking remains. In the backward hemi-
sphere. we might expect to benefit from a lack of C'oulomb interference, if this
latter is primarily manifested in the region of the NSF dip. as suggested by the
authors mentioned in Sec. 1.7. However. the expected increase in the importance
of multiple scattering in the backward hemisphere may introduce complications
that outweigh the benefits.

Historically, measurement of the excitation function near 180° (Experiment
#1064) w:s proposed to and accepted by the LAMPF Program Advisory Com-
mittee before the angular distribution experiment (Experiment #1155) was pro-
posed. The proposal for Exp. '064 [Bri86] stated that the primary purpose of
the experiment was to provide =T and 7*He cross-section data in kinematical
regions previously uncharted for these nuclei. It was noted that comparison of
the charge-symmetric ratios near the NSE dip. where non-spin-flip scattering is
nearly zero. to the ratios measured near 180°, where nearly all of the single scat-
tering s spin-flip (recall the sine dependence of the spin-flip amplitudes). might
show the relative amounts of NCSB in the spin-flip and non-spin-flip amplitudes.

The primary justification for Exp. 1155 [Bri37) was a series of preliminary
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calculations by Gibbs and Gibson [Bris7] showing that a R calculation at 180
MeV would be rather inseusitive to model variations in the description of the
r-nucleon force, and would depend mostly on the nuclear radii chosen for the
nucleons in ‘I and *He. They stated that a complete angular distribution, and
thus a complete measurement of the morentum-transfer dependence of the prob-
lem, would be necessary to correctly derive the radii (recall that the radius and
momentum ‘ransfer are related through the fori factors). These preliminary
calculations eventually led to the full calculation and back-angle predictions dis-
cussed in Sec. 1.7.

The goal of this work is to provide the back-angle excitation-function and
angular-distribution data needed, to extend the data base, to test the backward-
hemisphere predictions of the authors discussed in Sec. 1.7, and to explore the
relative CSB of the non-spin-flip amplitudes.

-
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Chapter 2

Experimental Equipment and
Setup

2.1 Introduction

The experiments were perforined over a six week period in the summer of
1989, using the Energetic Pion Channel and Spectrometer (EPICS) at the Clinton
P. Anderson Meson Physics Facility (LAMPF). which is a part of the Los Alamos
National Laboratory. in Los Alamos. New Mexico. In addition to the standard
EPICS setup we used an extra bending magnet, a special target changer and
high-pressure gas targets.

2.2 LAMPF

LAMPF is a quarter-mile-long proton aceelerator that produces a bheam
of 800-MeV protons at currents of up to 1000 pa. In addition to the main
proton beam (H*). H™ ion beams can be transported on the opposite phase of
the RF. The H™ beams serve the proton and neutron scattering areas, and can
be polarized for some applications: these latter beams were not used in these
experiments.

The protons are focused on graphite production targets to produce sec-
ondary pion beams. Pions of various momenta are selected by magnetic optical
systems (‘channels’) which have entrances at angles to the proton beam down-
stream of the targets: the angles are selected to maximize pion flux in a given
momentum range. Different pion channels produce pion beams with different
qualities, such as special energy ranges and linearly dispersed momentum. The
pion beams are focused on nuclear targets. and the scattering-reaction products
are analyzed in order to understand the reaction processes and ultimately the
nuclear structure of the targets.
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2.3 EPICS

2.3.1 Channel and Spectrometer

Fhe EPICS channel produces a pion beam with an energy range of 70
300 MeV. The beam is ¥ em o wide and 20 em high with a vertical momentum
dispersion of 10em/pereent. The rate for 7% is about 3x 107 persecond at 70 MeV
and increases to about 26 x 107 per second at 290 MeV. Rates for 7~ are about
one-fifth of the 77 rates, depending on the beam energy; the ratio reflects the
relative production rate i the graphite target. The beant is monitored in several
ways. Dhere is a toroid upstream of the production target in the proton hine which
monitors the proton current. Since the pion production at any particular energy
and angle (the angle of the channel relative to the proton beam) is proportivnal
to the proton current, the toroid current is proportional to the pion current.
However, if the primary proton beam is shifted slightly due to tuning changes
in the accelerator, it will hit the production target at a slightly different angle
and location, causing the piton flux and angle to change as well. Therefore the
proportionality constant between the pior: beam current and that of the proton
heam. as measured by the toroid. is dependent on the proton-beam steering at
the production target.

The second monitor is an ton chamber in the production-target box that
views the graphite production target. As the ion-chamber current is proportional
to the proton-beam current. using the former to normalize the pion beam has
the same problems as using the toroid does. This monitor falled during the
experiment: it has not been used for any quoted results.

The prunary pion-beam monitor is an ton chamber that views the pion
heam directly. It is mounted on a stand in the experiment area and intercepts
the beam after it passes through the target and scattering chamber. This ion
chamber 1s faced with a 1-inch graphite slab to reduce the number of protons
that are detected (protons are present in the m* beam from scattering of the
proton beam on the production target). The current from the ion chamber is
proportional to the total energy deposited by all the charged components of
the beam: muons. electrons. protons and pions. Since these constituents are
in constant proportion to each other at each energy, the ion-chamber current is
proportional to the pion current at each energy.

Seestrom [Sees 1] found that there is a proportionality inconsistency between
and 77, Onantifving this difference requires a detailed knowledge of the
pion-beam concposition and its interaction with the ion-chamber gas. This is
not important in these experiments. because all cross sections and cross-section
rattos have vields of like polarity in both their numerators and denominators. so
the proportionality constants cancel {see Chap. 3).

-t
H

Protons can be removed from the pion beam by moving one or more poly-
ethelene or bervilium degraders into the beam in the channel. A proton traversing
the degrader loses more energy than a pion of the same momentum. After the
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traversal, passing the beam through a bending magnet separates the lower mo-
mentum protons from the pions. The protons miss the target at the end of the
channel and are lost. In this experiment, the protons and the pions were not
kinematically matched after scattering, that is the scattered protons had too lit-
tle momentum to make it through the spectrometer, so the degraders were not
used.

The channel terminates at the scattering chainber, which holds the target
in vacuum. The channel and scattering chamber are often vacuum conupled,
but the scattering chamber used in the back-augle setup for these experiments
rotates with the spectrometer pivot, and no provisions have heen made to provide
coupling. Instead. the beam pipe was terminated with a thin Kapton window. A
few-inch air gap separated it from the mylar window of the scattering chamber,
which was 23 em x 120 cm by 0.038 cm thick. The mylar was epoxied to an
alumimum frame, and this frame was bolited to the window frame of the scattering
chamber. Entries to the scattering chamber required releasing the vacuum and
rernoving the frame, which flexed the window and glue. A new window was
required every few entries.

The spectrometer is mounted on air pads and can be rotated up to a floor
angle of 120° relative to the beam. [t consists of two large dipoles that bend the
beam in a vertical plane for momentum analysis and a quadrupole triplet at the
spectrometer’s entrance to provide point to point focusing in the vertical plane,
which maintains the momentum dispersion of the incoming beam. and point to
parallel focusing in the heorizontal (scattering) plane. The coordinate system at
EPICS is right handed with the positive z-direction along the beam. The x axis
is pusitive dow- ward a' .| the v axis is positive to the left. looking downstream.

Particle ti. ks a1 onitored with three groups of wire chambers. The first
group brackets the {oo . plane of the quadrupole triplet. one x-direction and
one v-direction chamber upstream and the same x-y combination downstream,
allowing determination of the x and v position of a particle track as well as the
angle of the track with respect to the central ray. After the dipoles four x-y pairs
are used to analyze the position and angle again.

Three scintillators provide event timing. The first (S)) is just before the
front chambers, and the second and third (55, S3) are behind the list chambers.
A good event must be seen by at least one pair of front chambers and the two
rear scintiliators; this combination forms the trigger. S; can be removed from
the flight path. as was done for this experiment. When Sy is left in, it is included
in the trigger as well. A time-of-flight correction is done between the front and
rear detectors based on the particle’s energy as well as its calculated flight path
len sthe in order to reference events in the front and rear of the spectrometer to
a common time.

Figure 2.1 is a schematic diagram of the EPICS spectrometer, seen in the
ver:ical plane. A hardware trigger i1s made from signals from several component
detectors of the specticmoter. If each o7 these detectors outputs a logical signal
sinmultaneously. it indicates that a particle has passed through the compl:-te spec-
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trometer. A logical AND is formed and input to the LAMPF trigger module,
which is a rack mounted module with several inputs. In response to an input,
such as the event trigger, the trigger module signals the data-acquisition systems,
over the data bus, that it has an event to be processed, and indicates the event's
priority. Recently, a buffering capability has been added that allows up to 15
events to be stored and read out later. The LAMPE beam structure has a pulse
that lasts for about 10% of the RF cycle, so that data can be stored during the
pulse, and then read out from the buffers during the time between pulses.

The detector outputs are processed by time-to-digital (‘'TDCs) converters,
which digitize the time between start and stop pulses, and analog-to-digital con-
verters (ADCs) which measure pulse height. Also, scalar registers keep count of
pulses from discriminated dctectors and current digitizers. ‘This data is stored
in the buffers and read out for each event. Readout is controlled by a LAMPF
Micro-programmmable Branch Driver (MBD), and the events are processed and
written to tape by a micro-Vax computer.

On-line analysis is also possible for most of the events. depending on the
data-taking rate. The angle, momentum, and target location of each scattering
event are calculated using the wire chamber information (see Sec. 2.3.3). The
excitaticn energy of the target nucleus, ‘missing mass’, is calculated from these
results, and all of the calculated and raw data are histogrammed and can be
displayed immediately.

2.3.2 Wire Chambers

EPICS has six x-chambers and six y-chambers. Their construction, calibra-
tion. and operation are discussed in {Ate31] and [Mor82]. They are drift chambers
with interleaved sense and field wires. The signal wires are 0.8 c¢m apart, so that
each drift cell is 0.4 cm. Each anode wire is connected to a delay line. Both
cnds of the delay 'Y'ne are read out, and each is used as & IT'DC stop; the times
recorded for the two ends are called ¢, and t,. A sum (¢, +¢, =t¢, )and a
difference (¢; —t, =ty ) are formed for each event. The sum is the time it takes
the signal to propagate from one end of the delay line to the other plus the time
between the start and the actual event. plus twice the time it took the signal to
get through the drift cell and down the signal wire to the drift line. If we assume
that propagation down the signal wire is instantaneous, then ¢,
equals the drift time plus a constant. For EPICS chambers, we assume that each
drift cell is uniformly illuminated, which is reasonable for such small cells. Then,
the number of particles seen per unit drift time is

dN dNds
@ " da W

where s is the drift cell position. Integrating gives

tdN
s(t) = -l-/ i——(lt
0

dt
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and so s is a function of ¢t. The histogram N(¢,) is binned in 0.8 ns bins, and
ther integrated to give a table for s(¢,). This creates a lookup table for s, with
a nominal resolution of ~ 40um {Morg5).
The difference in the times (¢, —t; =ty ) is used to decide which ire was
hit. If we assume that
I =g+ alty +aty ¢

where r is the position along the delay line, and a; should be small, then if we
histogram the quantity

: r
k = nearest integer(—)w
w

where w is the wire spacing, we can find values for ag; by minimizing x? in
2 Y
| S Z(Il - A-I)
3

[Mor82]. All of these calibrations are done with standard EPICS software.

The interleaved cathode wires are bussed into two sets, the odds and the
evens. Thus, a signal that happens in a ceil will be seen either by an even or
an odd cathode wire, and this signal allows us to determine on which side of the
signal wire the event occurred.

2.3.3 Caiculated Quantities

The wire chambers are used to measure eight quantiti~s for each event.
These are the x and y positions in the front chambers. Xy,... and Y., . the
angles the track makes with the central ray in the vertical and horizontal planes.
Usrone and oy, . and the equivalent quantities in the rear chambers, X, ,
Yiear « Orenr and o,.,. . These are enough to «calculate four target quantities,
Xtarget - Ytarget + Orarger and Op,,,.. . corresponding te the values of the positions
and angles at the target, that is. at the scattering event.

Each of the target positions and augles can be written as functions of the
chamber quantities, for example

-Yturgrl = all-\]runl + a!'zy]ront + ...
- 2
+ ap N front + “22"(]ronlyjronl s

where terms are inciuded up to third order. In order to find the coefficients,
seginented targets are used to give definite values of Xirger and Yigrgee . For
example. to calibrate Yy, . @ set of three vertical graphite rods are placed in
a standard EPICS target holder. If a rudimentary set. of coetficients is available
from a beam optics-calculation, then elastic-scattering events can be predicted
fairly well from the chamber quantities. (Elastic events are necessary so that a
complete kinematical calculation can be perforined for each event). A reasonable
Yiaryer histogram can be formed using these coefficients. Since the position of the
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rods is precisely known, each broad p.ak in the intermediate histogram can be
assigned a true value of Yigrgee o 7 d this value, and these for many other events,
can be used in the above equations to solve for the true coefficients. Once the
coetlicient: «re determined (this is also done with standard EPICS software), a file
of the coeflicients is created. When an event is analyzed, the chamber quantities
are combined with the appropriate coeflicients to get the target quantities.

o order to get the coeflicients for Oupgee and dprger . we need not only a
set of rods, but a set of slits as well, in order to have known angles to look at.
The slits are placed beyond the rods, so that the angle between a rod and a given
slit is known, A two dimensional plot of angle vs. rod position shows different
groups of points; each group refers to a rod and angle, and grouping the points
for cach angle gives the kuown guantity needed for the polynomial calibration.
The same procedure as for Xourgee and Yy e 15 followed thereafter. 0,,,., and
Oturyer Were not recalibrated with the bending magnet in place.

O heoi and o.p.x are useful quantities as well. 0.4, 1s the difference hetween
Ofrone and 0,.,, . We expect that the optics will preserve this angle, and 50 0cp,0x
should be zero. If a pion decays into a muon during its flight in the spectrometer,
and then the muon is detected in the rear chambers, 04,0, will not be the same
as 0,.., because the muon usually comes off at an angle. If the angle is large, then
the muon will not be within the spectrometer’s acceptance, and so the event is
lost. However, if the decay happens at one of the spectrometer’s foczl points, the
acceptance will be large, and the muon may not be lost. In this case, requiring
O.neei: and Oqne to be within 10 mrad of zero is an effective method of muon
rejection, as less than 1% of decay muons fall within this cone at EPICS energies
([Mor35]. and see Sec. 2.3.1).

0 is the fractional difference in the particle’s momentum (p) from the central
momentum of the spectrometer (pu).

p=bP o
Mo

It is computed from an expansion like the target quantities are: it is also calibrated
with elastic scattering.

Once Xyrgee has been calibrated. we can tell where 5. the x-dimension of
the target the particle scattered. Since x is the direction of the beam dispersion,
we know the incoming-particle momentum. Since we know the outgoing angle
as well, we know the momentuin of the particle, and if we know the central
momentum of the spectrometer. we know the true § for elastically scattered
particles.

If & has been crudely calibrated. then the missing mass caleulation can iden-
tify events i the elastic peak. and these elastic events can be used to determine
the coefficients in the delta expansion. In practice, the spectrometer is tuned for
several different central momenta so thar the scattered particles illuminate the
entire area of the rear chambers; this gives a set of polynomials that is good over
the entire focal plane.




The calcutated quantities give a complete description of the scattering event;
incoming and outgoing momenta are completely specitied, and so a description
of the interaction that includes nuzlear excitation of the target is possible. The
spectrum of scattered pions is plotted as a function of the excitation energy of
the target, and called missing mass.

2.3.4 Muon Rejector

Muons in the spectra can come from several sources. They are present in
the pion beam at the level of a few percent. Since they do not interact via the
strong force, their cross sections are much smaller than those of the pions. 'To
get an order-of-magnitude estimate of this problem, we nrote that the (Coulomb-
muon cross sections should be on the order of (3= )? smaller than the strong-force
dominated pion elastic cross sections. Assuming the beam is 10% muons, wc
would have a fraction of muons in the scattered pions of ﬁ;z x .1 =5x107¢,
which is negligible.

Scattered pions can also decay into muons. Many of the muons from decay
can be removed by the angle checks (see Sec. 2.3.3), but some will be inside the
10 mrad cone used for this test. Furthermore, if the decay happens before the
first set of wire chambers, then the muon will be a legitimate particle in terms
of this test. These muons form an extra background in all of the histograms.

Figure 2.2 shows a spectrum for elastic scattering at 120°. Pions decay into
muons and neutrinos with 30 MeV/c of momentum in the pion rest frame. The
decay is isotropic in this frame, and transforms into forward and backward cones
in tne lab frame. For 180 MeV pions. scatteied from T at 120°, the half-angle of
the cone is 9°, much larger than the 1.3° half-angle of the spectrometer acceptance
in the y-z plane. At these kinematics, the pion has 245 MeV/c momentum. and
muons that decay parallel to the pion momentum. forward or backward. have
momenta of 254 MeV/c and 132 MeV /c, respectively, or deltas of of 3.7% and
-46%. The positive value. which correspon:s to counts to the left of the peak
in missing mass. is well within the acceptance. A 3.7% delta corresponds to
-7.8 MeV excitation in the pion missing mass spectrum, about 300 channels
to the left of the peak in Fig. 2.2. Muons with angles to the central ray of
1.5° wi!l have forward momentum of 254 MeV/c x cos(1.5° ~ 254 MeV/c. since
cos 1.5° = 0.9997. so the resolution of the muon and pion peaks should be similar.
Figure 2.2 has a mark at -¥.0 MeV. to show the location of the muon peak. The
base of the pion elastic peak is ~ 83 MeV wide. and assuming the same base for
the muon peak. we would not have any overlap of the tails.

The distance from the target to the front chambers is about five meters. In
this distance, for 1830 MeV pions scattered at 120°, 42% of the pions decay, so
about half of the particles passing the first chambers are muons. If 3% of these
decays are in the forward direction such that the muons matcn the spectrometer
acceptance, the muon peak on the left side of the pion elastic peak will have
5% of the pion peak’s area. The spectrum shown in Fig. 2.2 has the smallest
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background level of any of the pomts. The region to the left of the peak between

12 MeV and -1 MeV. which wonld contain most of the elastic muon counts on
tht side. has 2282 counts, with a statistical uncertainty of V2282 = 48 counts.
The pron peak has SH0D counts, so the muon peak should have 57 of this, 420
connts, or approxsmately 9 times the nncertainty quoted, or I8 of the counts
in this region. Thus we might expect to be able to see the muon peak in this
case, but s not obvious i Fig. 2.2. The shght bumnp could be easily accounted
for by statistics. For other runs with fower peak to background ratios. the muon
peak will be harder to see.

[ wo methods of removing background counts are discussed in S 3.6. The
first 1nvolves sealing a foreground and a background run to each other using the
region to the left of the elastic peak, (the “supra-elastic” region). There are 3387
counis i the region to the left of the elastic peak in Fig. 2.2 . with an uncertainty
of VIINT = 55, The number estimated for the muon peak. 420, is significantly
larger than this uncertainty and so the muon peak could have a non-negligible
effect in scaling for this low background point. The other method discussed is
drawing a straight hine under the pion peak. The line passes throngh the end of
the tail of the pion peak on cach side. Since there is little or no overlap between
the pron and muon peaks. the presence of the muon peak is not important for
this method.

Finallv. there is the question of the breakup counts that are seen in the
mon spectrum. hese counts come from pions that were scattered in a reaction
where the target nucleus broke up. The counts start about 5 MeV to the right
of 11 elastic peak in missing mass. which means that muons due to this process
will underlav the plon peak. For the 120° seattering shown in the tigure, the
ratio of pion counts i an N MeVewide shice of the break-up region to the number
in the pion peak is 0.17. after background subtraction. In keeping with the
previons estimates, 5% of this number. or 9.005% of the pion peak area will be
the added background under the pion peak due to break-up pions which decayed
into muons. which s negligible.

A muon rejector has been installed at FPICS to remove this background
Morssi It consists of a series of six lavers of alternating thin plastic scintilla-
tor paddles and graphite chsorbers, followed by a final scintillator. that begins

after the rear chambers (see Fig. 2.1, The scintillators are designated Ny .- - Sy;
nurmbers Sy - - N, are the trig rer seintiliators in the main spectrometer (see Fig.
2.0

Sinee muons have a greater range than pions of the same momentum, and
sinee piens are easily removed by strong interaction scattering with the absorber
miuclel. while muons are not, a thickness of absorber can be added that will
remove most of the plons and few of the muons. Then. any particle that passes
the absorber and 15 detected by the scintillator 1s assumed to be a4 muon. The
graphite slabs are wedge shaped with the thickest part being in the positive x
direction {perpendicular to the scattering plane and downward, at the target),
<o that the higher momentum particles that have the largest radii in the dipoles
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will go through proportionally more absorber. Aluminum sheets can be added
betore the first absorber to fine tune the ranging effect. A program called ALUM
takes the central spectrometer momentum as an wput and calculates both the
thickness of aluminum to use for the fine tuning, and the scintillator to use as
the detector.

For example, a pion scattered elastically from T at 160° in the laboratory
has momentum 233.5 MeV/c. For this value ALUM calculates that 23 inches
of aluminum should be added, and that S should be used as the detector to
dentify muons. Tests at LAMPE {Mor85] have shown that when properly used,
the system correctly wdentifies around 967 of the muons that would otherwise be
classified as pions, and that only 2% of the pions were misidentified as muons.

However, there was a mistake in calcuiating the scattering angle during this
experitnent (see section 2.4). The angle was always smaller than planned, and
this means that the scattered momentum was actually higher than was thought,
Since this erroneous (high) momentum was used as the input to ALUM, too
hittle aluminum was used in each case. so that extra prons made 1t though the
absorber and were counted as mnons. Figure 2.3 shows two spectra. The first is
missing mass {or scattering at 120° and energy 180 MeV. The muon rejector is
not used. The second plot shows the counts seen by the muon rejector. that is,
the counts that are left out of the analyvsis if the muon rejector is used. There is
a peak that is visible in this spectrum as well, made up principally of pions that
were misclassified. The peak contains about 1000 counts, while the peak in the
un-corrected spectrum contains about 8300, So. approximately 12% of the pions
have heen rejected.

During the experiment. the muon rejector was mis-set more than once, e. g.
at 180 MeV and 120 the log © Ok shows 22 inches of aluminum used for

it
the =% runs. and 25 Lches used 7 runs: the later is the correct value. The
difference i the ratic caleulated  nand without the muon rejector was smaller

than the statistical errors for this point. and some variation would certainly be
expected because of the changes in counting statisties described in the previous
paragraph.

Finally. the muon rejector could not be used for the 142-MeV point because
the muon and pion ranges ate too close to each other, so pions and muons can
uot be separated.

In conclusion. decay muons can in principle be seen in the pion spectrun, to
the left of the peak. Their numbers are such that they could affect background
subtractions based on scaling foreground and background runs to each other
in that region. The effect should decrease as the signal-to-noise ratio in the
pton spectrum decreases: for this experiment, that means as the scattering angle
increases. Background removal by means of approximating the background with
a straight line though the tails of the elastie peak will not be affected by the muon
peaks because of the separation of the muon and pion peaks in missing mass. In
runs where incorrect amounts of aluminum were used to adjust the muon and
pion ranges in the rejector. or whete the too-iow energy of the scattered particles
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means that the muons cannot be separated fiom the pions. the muon rejector
should not be used.

2.4 EURYDICE

It is necessary to add an extra dipole magnet at the scattering chamber
to reach scattering angles greater than 110°. This magnet is called FURYDICE,
[Bur86), and it can be run at either polarity and at field values in excess of 15
kKG. The magnet poles are one meter in diameter, and the pole gap is 25 cm.
EURYDICF is placed so that its field is perpendicular to the scattering plane,
and the scattering target is at the magnet pole’s center. Incoming and outgoing
charged particles are bent by the magnetic field so that particles scattered into
the backward hemisphere can be seen by the spectrometer. which is at more
forward angles.

The standard EPICS pivot is moved downstream 52 em from its normal
position. and the spectrometer is moved back along its pivot arm 30 c¢m: both
adjustments are to accommodate the size of the magnet and scattering chamber.
The scattering chamber is built into the space between the magnet poles, and the
spectrometer couples to this chamber. which has thin mylar windows where the
main beam enters and exits. If the windows are over stressed. they can rupture
when the chamber is pumped down; this happened once during the experiments,
but no damage was done to the targets or devices in the chamber. When the
spectrameter is rotated. the magnet rotates as well, so the same part of the
magnet is always facing the spectrometer. The incident heam pipe is covered
with a Kapton window that faces the mylar window on the scattering chamber,
so the incoming beam must traverse these two windows and a small air gap.

Figure 2.4 shows a schematic view of EURYDICE. looking down at the scat-
tering plane. T'he beam enters from the left and is bent towards the target. which
is at the magnet’s center. Most of the beam continues on through the target,
through a mylar window opposite the target. and out into the experimental area.
One of the beam monitors was an ion chamber (the use of this beam monitor
is what distinguishes norm! among the normalization factors) which was placed
just bevond the window to intercept the beanm. The scattered particles are bent
to the right as they exit. and the spectrometer is placed so that, when the proper
field is used. the scaitered particle travels along a path parallel to the spectrom-
eter axis once it leaves the field. Note that this is always the same path: the
field is selected so that particles of a given momentum have the radins necessary
to follow that path. Since the magnet turns with the spectrometer, this means
that particles entering the spectrometer always travel through the same part of
the magnet, regardless of kinematics and scattering angle. This is advantageous
because then all o1 the particle trajectories suffer the same distortions due to
field irregnlarities. making the acceptanee more constant from point to point and
fromi target to target,
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Figure 2.5: EURYDICE geometry for an incoming particle, figure from [Bur86).

The scattering geometry is most easily described in two parts. The scattered
particle has less momentum than the incoming particle, but other than that, all
of the geometrical factors have the same relationship before and after scattering.
Figure 2.5 shows the geometry for an incoming particle. Several parameters can

be defined here:

D — the di-tance that the magiet’s center is offset from the incoming
beam,

¥ — the bend angle of the i:icoming beam — note that this angle is repeated
several places by simple geometry,

p — the radius of curvature of the incoming beam,

R — the effective radius of the magnetic field as seen by the incoming
beam.

Two relationships can be derived frem this geometry

D = R*|2pand
sin(W/2) = R/2p.
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Figure 2.6: Compiete scattering geometry for EURYDICE, figure from [Bur86]

The outgoing particle has the same relationships ( imagine that the particles
are reversed, the outgoing particle now incoming). The variables are denoted with
primes. Figure 2.6 shows the complete geometry. D’ and p’ are fized values —
the particle always travels outward along the path shown, and the spectrometer
position and magnet field are adjusted to make this so. Once the magnetic field
is known, for a given scattering angle and momentum, the incoming parameters
are all determined. The field and the incoming momentum give p = p/0.299798,
and the relation given earlier determines D from these values. The scattering
angle is given by

05 =r- \ps

and the floor angle for the spectrometer is
bp=m—(V+ ¥+ V) =05 — (¥ + V).

The floor angle referred to here is relative to the EPICS pivot. However, since
the pivot moves in order to set the offset, the true floor angle must be derived
from a knowledge of O and the offset needed to match the incoming beam. The
spectrometer is lined up with radii drawn on the floor, and the offset D is set
using a pneumatic jack that slides the spectrometer on its pivot. A computer
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program called EURYDS6 takes the target, momentum and scattering angle as
.nputs, and gives the proper values to use for the offset and the floor angle, as
well as the EURYDICE field.

The field was mounitored with an NMR probe in the scattering chamber.
The probe is read out in the counting house, where a remote control panel allows
the power supply to be set while watching the probe readout. The power supply
is controlled by setting a control voltage, which is proportional to the magnet
power supply current, and therefore proportional to the magnetic field, when the
magnet is being used on the linear part of its hysteresis curve. If the magnet
is cveled correctly. down to zero and then to maximum voltage for the power
supply, to avoid mistakes due to hysteresis variations, the field can be reset to
the same value by coming back to the same control voltage. During some of
the runs the probe was not working and it was necessary to set the field by the
control voltage values only. There were no obvious effects due to this necessity,
and no corrections have been made.

2.4.1 Target Geometry and Ray Tracing

An incorrect Eurydice field map was used during these experiments. The
field map is used to calculate the effective field radii given the incident and scat-
tered pion momenta. These radii in turn allow the calculation of the proper
LEPICS angle and offset. Since these calculations were made with errcneous in-
puts, EPICS viewed a different angle at each position than planned (usually
about 5° less). The momentum of the scattered pion at this new angle was not
what the spectrometer was tuned for. For example, the first point was nominally
120°. A 180-MeV pion scatte ~d at 120° fron: T has momentum 244.9 MeV/c.
The true scattering angle wa  i4°, so the mo.ientum of the scattered pion was
actually 247.2 MeV/c. The duiterence is is (247.2 — 24419} /244.9 ~ 0.9%. As the
momentum acceptance is greater than £7%. this does not mean that the parti-
cles could not be analyzed. However, this diflerence does affect the performance
of the muon rejector. Since the actual scattered pions have more momentum
than was used to calculate the proper aluminum thickness to use for the ranging
adjustment in the rejector, not all of the pions will be ranged out, and some will
be tagged as muons. The magnitude of this pion loss is discussed in Sec.2.3.4.

Another problem with this use of EPICS was the thick targets. The EPICS
software assumes all scattering comes from a thin target at the center of the
scattering chamber in the z direction; call this the midplane. There is no way
to get z-position information for the scattering events, and so thick targets like
ours introduce an ambiguity that cannot be resolved.

The Problem with Thick Targets

Consider a particle that is scattered from the far side of a thick target
(the edge nearest the spectrometer), and is scattered at a steep angle in the
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vertical plane. The nominal magnification by the quadrupoles for an event in
the midplane of the target is -1 in x. A track that starts at a certain x position
where the event did not take place in the midplane will appear to have come
from a different x position in the mid plane. This value of Xy, will be used
in the & caloalation, and so missing mass will be affected. Likewise, the particle
appears to have the values of Yy and o4, that correspond to a different
Yargee location. Yy and 0y, are hoth part of the 8 calculation, and so they
also affect Che missing-mass value,

The angular acceptance of the spectrometer is nominally £5° in the vertical
plane. so assuming a one-inch offset of the scattering plane from the midplane,
and a 3° scattering angle in the x-z plave, the value of Xy o measured will
differ from the true value by sin (3°) x 2.54 em = Jdem.

A particle scatteted in the horizontal plane looks like it came from the
midplane. oifset by the sine of half of 180° minus the scattering angle, times the
size of the z displacement of the target. In this example, for 120° scattering, the
v position error is sin({(180 = 120)/2) x 2,54 = 1.27 em.

The first-order EPICS optical description of the quadrupoles is

y./ruut = 0'2oluryrl (2] )

Gpromt = —IWiarge (2.2)
and the lowest-order terms in the & calibration for this experiment are
&= =02N 0 023X+ 0.0028Y . + 0.000940 00 + -
This can be rewritten with the optics equations as
8= 02X e 4 023X 0ur + 0.0028 X 2 5 X 000094 0 -

for the case where the x-z and v-z plane effects are complementary. The change
in ¢ due to the target extension will be —0.2x0.13 -5 x 0.00094 x 1.27 = —0.0086.
This corresponds to 0.0086 x 245 = 2.1 MeV /e shift in momentum for 180 MeV
prons scattered from T at 120°. The 0.13 em change in Xy,,,., correspoads to
a change in o of .00013: for 2587 MeV/e incident pions this is .037 MeV/c. The
change i momentum is therefere dominated by 0,5, rometer. The 2.1 MeV /¢
change corresponds to an 1.9 MeV energy shift.

As a quick check on the magnitude of this effect, two sets of vertical rod tar-
gets were inserted during the calibration of EPICS with another bending magnet.
whieh was being used for a double-charge-exchange experiment. The geometry of
this set-up is not the same. beecanse the particles only traverse this magnet after
scattering. not hefore and after as with EURYDICE, but the trace-back problem
is similar. The first set of rods was the standard set, but the second had the rods
offset along the z-direction 1.5 inches. There was not time to take much data, but
on-line results showed that the missing mass peak for carbon was shifted abont
1 MeV o the left for the extended target. “That is, the spectrometer attributed




more energy to the scattered particles. Sinee the rods give precise Yo, . values,
we can see how the extension in the z divection affeets this quantity. The rods’
traced-back positions were shifted to the left about 1 em.

Because all of these effects happen for scattering centers upstream and down-
stream of the midplane, the result is a decrease in resolution on the order of |
or 2 MeV. Since the experimental targets were eylindrical. they did not present
a uniform thickness to the beam: the loss of resolution will be the greatest near
the target’s center in the x-2 plane. We always use the entire elastic peak when
comparing runs of different kinematics. e, g. T and [) | so the results should not
be atfected in those cases. For ratio calculations we always use the same region
in runs with the same kinematics, both in missing mass and Yi,,,., . The effects
disenssed here will be the same in all cases where the kinematies are the same.
The peaks should have the same shapes, and so comparison of the same part of
the peak in each case is legitimate. This is discussed farther in Chap 3.

Ray Tracing

During analvsis, we want to eliminate as many background counts as pos-
stble. Since the principle background is the aluminum side walls of the target
canisters, we need to get a good idea of what represents the walls and what is
the gas volume in Yy, g . the projection of the target in the y - z plane. Figure
2.7 shows how scattering from the central part of the target is distributed in the
horizontal plane. The upper plot is a missing-mass plot from 7*T scattering at
116°. The clastic peak is clearly visible. If we put a gate around this peak the
counts in the gate include all of the particles scattered elastically by the gas, and
sume background. In the region of missing mass covered by the spectrometer,
most of the gas scattering is in the clastic peak. and so the gate identifies most
of the particles that were scattered in the gas. If the background is not too large,
then the gas scattering is a large fraction of the gated particles. and using this
gate to histogram Yi,,... gives an idea of the shape of the gas volume in Yy,rg..

The bottom plot shows Yi,,,.. with and without this cut. The large "wings’
on the sides are eliminated by the cut. which shows that they are not predomi-
nantly from the gas, and so must come from the target walls.

b order 10 see exactly where the particles are going. a ray-trace program
was written for EURYDICE, using a simple two-step Fulerian integration. Field
values from a recent field mapping of EURYDICE were scaled to provide the
correct field for a given kinematics. Figure 2.8 shows the results for a flat target,
as is usually used at EPICS. The incoming rayvs define the horizental size of
the actual EPICS beam. The spectrometer is shown as it would normally be
positioned. The spectrometer has a good overlap with the scattered particles.

The next step was to use a evlindrical target, as wa: nsed in the experiment,
(see sect. 2.5). The target size was chosen as the size ol the gas volume. Particles
enter in the beam and proceed to the target. Outside of the target (and not
shown) is a region of aluminum that contributes energy loss; scattering from
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Figure 2.8: Scattering from a traditional EPICS target, at 116°. Output from the trace
program. The pion beam is shown entering at left, scattering at 116°from a thin target ,
and entering the spectrometer. The rays are within the spectrometer accepta:  as defined
by the tracing program (see text). The units are meters.




the aluminum walls is not considered. In the gas, the particles lose energy due
to interactions with electrons, both before and after scattering. The target is
built up out of small pieces. Each piece is evaluated separately and the number
of scattered events that are accepted by the spectrometer is recorded, where
acceptance is defined as being within £1° of the central ray for the spectrometer,
and physically within the bounds of the front y-direction chamber, at the position
of the tirst dipole.

Figure 2.9 shows the full ¢4, histogram from replayed runs compared
with calculated y distribution of the rays from the trace program for four points.
Ofrone 15 measured at the front chambers, and is linearly correlated with the y
position at the spectrometer entrance. The units of the ¢4,,,, histograms have
been scaled to the units from the trace program. The spectrometer’s center is
at 25, and the edges at 0 and 50. The scale is expanded on each side for clarity.
Because the linear relationship between y position and ég,,n¢ is only first order,
we do not expect a perfect match. Furthermore the replayed histograms include
the scattering from the target walls, which is discussed below.

The overlap for the four points is fair. At forward angles there are no big
problems, but at large angles the centroids of the trace results and the replay
histogram do not line up. However, a wide cut ou the histogram, centered on the
histogram centroid. will include most of the gas volume, as represented by the
trace output.

Figure 2.10 shows the result of scattering from each target piece. Many of
the incoming rays are not accepted. This figure shows how the scattering at a
single angle is spread out by the evlindrical target: scattering at many angles will
be accepted from at least part of the target.

Figures 2,11 . 2,12 | 2,13 | and 2.14 show scattering from the front part
of the target, that is . the part first intercepted by the beam. which will be
called the ‘nearside’. and from the opposite or *farside’. wall. At more-forward
angles. ravs coming from the two walls are well separated. As the scat:«ring
angle increases. the separation is lost, and the rays cover the entire spectroieter
entrance. Although the runs were doue with gas scattering only, the aluminum
walls of the can will have the same correlation with scattering angle, and taeir
density means that the walls contribute a large part of the scattering. Evidently
the target wings are images of the walls: the left wing is the nearside wall. the
right wing the farside wall. Figure 2.15 shows how the scattering angle was
distributed. The scattering ansle is correlated with the z-direction displacement
of the scattering center.

Figure 2.16 shows histograms of acceptance fraction as a function of angle,
for the full target gas volumes, at four representative points. The acceptance
covers between 10° and 114°, increasing with scattering angle, as opposed to the
3° normally quoted for EP1CS. The nmmber called the acceptance here s the
ratio of the number of rays that were scattered and accepted to the total number
input. Since this experituient is done with the same size beam for cach target
piece. many ravs do not intercept the target at all. So. this acceptance is the
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Figure 2.10: Scattering from a cylindrical target at 116°. The figure shows the unscattered
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the spectrometer’s acceptance. Note that the beam is narrower than the target. The units
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Figure 2.12: scattering from the outermost ring of the target, far side only at 120°, for
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Figure 2.13: Scattering from the outermost ring of the target, near side only at 167°, for

several scattering angles. The acceptance is good, the rays cover the center part of the
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Energy(MeV) | Angle(deg) | T/D | Ang. Accep.(deg)
180.0 1114.0 0.97 10
125.0 0.97 10
135.0 0.98 12
145.0 0.96 12
155.0 0.97 13
163.0 0.958 12
112.n 153.0 0.98 13
162.0 .99 14
220.0 168.0 0.99 13
256.0 1658.0 1.00 13

Table 2.1: Fesults of the ray tracing. The first column is the incident pion energy, the
second the correct laboratory scattering angle. The ratio cf T to D shown in the third
column , is the acceptance correction. Cross sections will be divided by this number. The
final colurnn is the angular acceptance for that point.

relative  fraction of the beam that is scattered into the acceptance at a given
setup from a given target. to be compared to another setup and target. The
‘wings® on the sides correspond to those in the previcus figure. This winged
shape appears in all of the histograms related to the horizontal projection; they
are dite to scattering from the nearside and farside walls. as discussed in this
section. [he wings arve very apparent in the replayed runs, because these runs
include scattering from the aluminum target walls.

It is important to know how this shape changes with angle and energy. In
particular. a comparison of two targets, T and 1) will show whether an acceptance
correction will be needed when DD vields are used for normalization {see Chap 3).
The acceptance is about 3% higher for D at 120°: the difference decreases with
angle. The reasou for this is not elear: however we should note that the acceptance
is a complicated function of the target shape, the kinematical broadening, and
the angular acceptance.

The final angles quoted for each point will be taken from Fig. 2.16, using
the center of the distribution to the nearest degree. Table 2.1 lists the relative
acceptance for each angle and energy covered in the back-angle experimerts. for
T and D. the angular acceptance at each point, and the angle used te quote
the final results. The cross sections will be corrected by dividing by the velative
acceptance, listed in the column *T/D".
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2.4.2 Backscatter

At certain scattering angles, it is possible for particles that continued on
through the target to scatter outside the chamber and still make it back up the
spectrometer; call these particles ‘backscatter'. The backscatter is an extra angle-
dependent background.  Although the effect should be the same, for example,
in 71 and =*3He. there is a difference in the 7% and =~ backscatter that is
proportional to the difference in the 7% and x~cross sections of whatever material
is in the backscatter source. Figure 2.17 shows the path of a backscattered
particle. The particle goes in along the beam path, goes on through the target
and out of the scattering chamber, and then scatters. It has to scatter so that
it has the correct angle and momentun to follow the path of a particle scattered
from the target. Several angles and distances are shown in the figure; primes
refer to the outgoing particles. W and W' are the incoming and outgoing hend
angles. a and o' are equal to one half of these angles. 1 is the effective ficld
radius, 7 is the distance from the edge of the field to the backscatter point. The
arrow heads in the figure are on actual particle tracks, showing the directions
before and after the scatter. The experimental scattering target would sit at the
magnet center.

The construction and the following argument are due to [AmUp].

From the figure we can write down two relations,

sin(180 — @) _ sin(a) _ sin(f)
R+Z ~R+Z R+Z

and , . :
sin(180 — o’y _ sin(a’) _ sin(3')

R+Z ~ R+Z R+1Z
Figure 2.18 is a siraplified drawing of the same situation. The chords and tzugents
from the upper part of the previous figure have been extended. From this figure,
we can see that

Vs=2(a+a")-(8+0).

We can combine these to get

05 = 71— (¥ + V') +arcsin (R f 7 sin(‘P/‘Z)) +arcsin (R f 7 sin(\l"/'Z)) , (2.3)
using the previously derived resuit, s = 7 — Ws.

A very important backscatter source is the large Plexiglass window that is
used on the downstream side of the scattering chamber to protect the thin vacuum
window from damage. This window is very close to the edge of the magnet. and
so in the formula above R > Z. Hwelet Z =0, and ¥ ~ ¥’ ~ 30° we find
08, ~ 130° for the region of prominent backscatter. Because of the inaccuracy in
the scattering angle that will be discussed later. and the imprecise nature of the
calculation (for instance Z # 0. the Plexigiass does not conform to the chamuer

shape, and sc the value of Z varies over the cross section of the beam. and the
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Figure 2.17: An overhead schematic of EURYDICE showing how the

ter. Back-scattered particles must have the proper angle
me radius as the particles scattered from the target.

backscatter enters

and momentum to
follow the sa
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Figure 2.18: EURYDICE backscatter dia

gram, showing the important relationships be-
tween the derived angles.
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Figure 2.19: The momentum of scattered particles from various targets, from top: Carbon,
‘He, Tritium, Deuterium, Hydrogen. The channel is tuned for 180 MeV pions, which
corresponds to ~~ 287.5 MeV/c momentum for all particles. Towards back angles, there
is a very wide divergence in the scattered momentum. Electrons (dashed lines) and pions
{solid lines) have about the same scattering kinematics.

bending angles were only approximate). we can only say that backscatter could
be a problem around 140° — 160°, and special care should be taken in this range
to lcok for possible backscatter effects.

Up until now, geometry was assumed to be the only consideration for this
problem. In fact, it must be shown that at 150° the materials in the back-scatter
targets can provide scattered particles vith momenta matching the momentum
for which the spectrometer is tuned. From the previous two figures, we can see
that the backscattering will have to take place close to 180°. Figure 2.19 shows
the elastic scattering kinematics for several targets, for electrons and pions when
the channel is tuned for 287.5 MeV/c (180 MeV pions). If the spectrometer is
tuned for 150° scattering of 180 MeV pions (about 220 MeV /c for D, and about
240 MeV/c for T}, then elastic scattering from carbon at back angles (around
239 MeV/c ) produces particles that have too much momentum to make ‘i onto
the spectrometer’s focal plane (the momentum acceptance of +/ — 7% would
accept 216 — 262 MeV 'c). However, inelastic carbon scattering should provide
a fairly continuous spectrum, starting at 20 — 30 MeV in the carbon spectrum.
If the backscatter target is a plastic or metal, then most of the constituents
should be as heavy or heavier than carbon, and described by similar kinematics.
Therefore. we can expect a smooth addition to the background, whose magnitude
may depend on the beam polarity. The exception is Hydrogen, but the figure
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shows that there is not a reasonable overlap with Hydrogen elastic scatterit £ and
the various scattering targets at back angles. For the few runs where H is the
target, this is not the case of course. Backscatter could be a problem here.

2.5 The Targets

The five identical target cells have been described in [Pil91). EFach is an
alununum cylinder with inside diameter 12.7 cm, inside height 18.6 cin, and wall
thickness 0.18 cm. The cylinder was flanged at cach end so that stamless steel
end caps could be bolted to it. The targets were equipped with a screw hole in
the center of each end cap, allewing them to be screwed together in a column, as
they were in experiments 905 and 1032. In our case, we put a screw in one end
to use 1n aligning the target on the turntable {see below). The targets were fil'ed
to around 3 MPa with T, *He, D and H. An empty target that had been used
for background subtraction in previous experiments was not used in these. All of
the targets except the T had not been emptied since the previcus experiments,
and so did not need tilling. The 'T' target was filled by the WX-5 group at LANL
with approximately 18 gin (around 130 k(i) of gas. 'The target contents were
evaluated by weighing, this process and the reduction of that data are described
in Sec. 3.2

2.6 The Target Changer

A target changer was built at The George Washington University Physies
Jepartment for the back-angle experiments. The targets were placed on a turn-
table in the scattering chamber so that they could be changed in and out of
the beam without removing the vacnun window. The turntable consisted of an
aluminum disk with a groove around its edge. A plastic belt fit into the groove
aad fed through a similar groove on a small disk that was part of a gear-driven
driver. The driving axis extended through o port in the scattering chamber to
a handle that allowed manual adjustment of the target position. The turntable
bottom was hollowed out to receive a slightly smaller brass disk that was screwed
to the chamber’s floor: a teflon pud sat on the brass disk, and the turntable sat
an that. Turning the driving tandle outside the scattering chamber turned the
driving wheel, which moved the Lelt, which turned the turn table.

The plastic beit was a poor choice because it slipped too easily in the grooves
in the plate aud driving wheel. We had to make several scattering chamber
entries to lubricate the brass disk with dry molybdenum, to pclish the in-contact
surfaces of the plates, and eventually to repair the driving mechanisim when too
much torque warped the driving shaft.
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2.7 Safety Measures

Tritium is a radioactive isotope of H that decays to *He with the emission
of a beta particle with average energy 6 keV, and a half-life of 12,6 vears. Such
a low-energy beta is primarily a threat only if the T is ingested. Only 5% of
inhaled H or T is retained by the body; the most likely way to get an uptake
is to breathe combustion products after a 'I' fire, or to ingest tritiated water,
which can aiso be produced in fires. Ou- targets were tested extensively, and
it was verv unlikely that they could be ruptured. ‘The most likely possibility
was a leak that vented T slowly to the atmosphere. This would be a minor
safety hazard. but a significant regulatory violation. Therefure, extensive safety
precautions were required both for transporting and using the T target. The air
in the experimental area and the exhaust from the scattering chamber vacuum
pumps were monitored constantly. Evacuation alarms were installed for the entire
pion-experimental area, and canisters of breathing air and positive-pressure anti-
contaninnation suaits were on hand; in case of an emergency an experimenter could
don the suit to investigate the experimental area. aid injured people. etc.

A detailed description of the safety measures can be found in the Standard
Operating Procedure written for the experiment {Gre8y).

2.8 Summary

This unorthodox rse of the EPICS system worked reasonably well. The very
large angular acceptance of the experiment. which was due to the combination of
bending magnet and extended targets, means that the data has been smoothed
somewhat over angles. The horizontal acceptance shape is explained by the use
of an extended target  the "wings’ on the Yy, . histograms are from the near
and far edges of the target. Piens scattered from the gas volume illuminats the
entire spectrometer entrance uniforialy,

The muon rejector will not be used in this analysis because of its mis-setting.
due to error and to incorrect magnetic field maps for EURY DICE. However, this
will not be a serious lack. because the number of muons in the spectrum are
nezlgible in the region of the pion elastic-scattering peak, and tae muon peaks
are located such that the tails of the pion peaks are unambiguousiy defined.



Chapter 3
Data Reduction

3.1 General Analysis Features

3.1.1 Yields and Cross Sections

The quantity measured at EPICS is called a scattering yield. This is the
number of scattered events counted at a given angle and energy, scaled by a
factor that is inversely proportional to the amount of incident beam and to the
spectrometer efficiency. A beamn montitor is a device that interacts with the proton
heam or the pion "seam, and produces a signal that is proportional to the current.
Since this number ix preportional to the number of particles that has passed, the
vields are relative cuantities. not absolute ones. If ¢ is the calculated efficiency
for a run. and if n1s the number of counts registered by the beam monitor. then
the measured yield is

number of erents counted

yreld = (3.1)

e X n

A differential cross seciion is the number of particles scattered into a differ-
ential solid angle, divided by the incoming heam intensity and by the number of
target particles per unit area. That is. it is the fraction of the incoming intensity
scattered into the solid angle per target particle. Since we measure yields. we
need a way to convert yvields to cross sections. We do this by measuring the
vield for a target with a known cross secticn. The yield and cross section for
this standard target are called the normalization yield and normalization cross
section. This gives us a factor eross sectionfyield that we can multiply our other
vields by, So.

do ,
0 (target) = yeeld(target)
df}

da( wrimalization targe')/d$d /l),\,) (32)
( yiela{normatization target) )\ Dy /)" 777
where Dy and Dy are the density of scettering ceniers in the normalisation and
experimental targets, respectively.




3.1.2 Ratios

The main purpose of the experiment was to determine the values of sev-
eral scattering ratios. These are ratios of differential cross sections, designed to
emphasize different parts of the = nucleus interaction, (see Sec. 1.3). Their
defimtions are

ri = do(x*l)/do(x*He) ,
ry = d a7l de(xt He) ,
pt = da(x*l)/do(x*3He) , and
p- = do(r"T)/do(r He) .

The first two or the second two in the above set can be multiplied to form the
Superratio K,
R=ryxr, =p*t xp .

There are several experimental advantages to measuring ratios. Consider

pt . for instance
yreld(r* Udair® NT)/yteld(x* NT) 1

T oyield(nt P He)do(xt NT)/yield(z™ NT) gas fac’
where VT stands for normalizatior. target. and gas fac is the target-density ratio,
which is discussed in Sec. 3.2. We use the same kinematics for the yields of #+T

+

and 7**He because they have approximately the sime masses, so their solid
angles are the same, and no corrections are necessary. Furthermore, since we are
using a #t beam for both targets, the normalization yield terun: is the same in
the numerator and denominator. so it can be canceled. as can the normalization
cross section. We are left with

pt = yield(7*1), yicld(z**He)/gas fac,

and similarly
p~ = yield(r~T)/yicdd(=*He)/gas fac.
ry and ry do not cancel so completely. because the beam polarity is not the
same in the numerator and the denominator. However, if we assume that the )
cross sections are the same for each polarity, then do(z*D ) and do(r~D ) can
be cancelled against each other. If this is not the case. then the ratioy must be
corrected by a factor that is the ratio of the D +/— cross sections. Finally, there
is a factor of
pD = yeld(z*D )/peld(z~D )
in ry and r; which must be measured separately (see Sec. 3.6.3).
The definitions become

h yield(#=*T) 1 1 d
' 7 \yield(x*He pD gus fac “

N yield(=~'T) (pl) )( I
27 \yield(r*3He) ] ga:ef.tc}'

Y
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3.1.3 Normalizatious

At EPICS, the two factors in the denominator of Eq. 3.1, ¢ and n, are
calculated by a program called SHT. n is the integrated current from a beam
monitor. The ion chamber in the cave, which was discussed in Sec. 2.3 produces
an ionization current which is carried over a cable and digitized in the counting
house. The quoted accuracy of the digitizer is 0.1%;; for a ratio such as ft, which
is composed of four vields, this would give an added error of Vi x 0.1% = 0.2%.
The very best statistical errors are for some of the p* values, and are on the
order of 2%. Adding 2% and 0.2% in quadrature gives a negligible change; This
error will be disregarded from now on.

¢ in Eq. 3.1 is also computed by SHT. Figure 3.1 shows how one factor
in ¢ is derived. The outer boundary represents the .. and b4 space (see
Sec. 2.3.3); the concentric circles represent the intersection of the plane with the
muon-decay cone. The central square 1s Oupecr N Ocneer. This is the region of
acceptable events. The area with the vertical striping is O peex N boner. This
represents all of the particles that passed 0.0k but not @opecx - The area with
diagonal hatching is the ‘muon background’ area; that is, the muon density in this
area is assumed to be representative of the entire plane. The background area
is % the area under the vertical hatching. The efliciency in the 0.4, direction
is the number of ‘good’ pion events divided by the number of pions that passed
0.neck. This last is the number of events in the vertically-hatched region - 3x the
background region - 3 times to include the region under the center. A similar
calculation determines the ¢.5..x efficiency, and the two are multiplied together
to get the efficiency,
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Figure 3.1: Figure to derive the spectrometer efficiency in the ..., direction. The circles
represent the muon decay cone. The vertical hatching is the region good #,4,.1. and 0.4,k
The diagonal hatching is the ‘background region’, derived from a specially defined test. The
central square covers +10 mrad.
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Finally, this product is multiplied by the calculated pion survival fraction, since
scattered pions with different energies have different flight times up the spec-
trometer; henee the survival fraction depends on the scattering energy. The final
product is e.

SHT produces a number called a norm which is the inveise of ¢ x n, so the
number of counts 1s multiplied by the norm to get the yield. For this analysis,
two beam monitors, the ion chamber and the beam toroid were used; the norms
calculated with each are designated norml and norm?2, respectively. As has
been discussed. norm?2 is mostly useful as a check; norml is used for the quoted

resitlts.

3.2 (Gas Factor

In order to calculate the vie ds. we need to get a value for gas fac, the ratio
of densities of scattering centers used for the cross sections and yields. In p* .
for instance. we will need to know

#of atoms in the T target Junit volume

. (3.3)

gasfac = — ,
#of atoms in *He target Junit volume

that is. the ratio of scattering centers seen by the beam per unit area. In this case,
we know the weights of the gas volumes very well, so we would like to calculate
gas fae in terms of these weights. ('all w the weight of the gas in the canister. NV
the number of atoms (that is the nmmber of scattering centers) per unit volume.
Vi Avagadro's number. the number of molecules in a mole of gas, m the mass
of gas in a particular target and e, the mass of a mole of the gas. Then we can

write
m % Ny x #atomsfmolecule

N = and

m,. x volumne
w =g,
where volume is the volume of the gas in the container. The number of

atoms/molecule is 1 for *He and 2 for the isotopes of Hydrogen, H, D and T.
Inserting this in eq. 3.3 gives

2 x (1Y, (T volume(*He)
m(*He)/m,, (*He)/volume(T)

(3.1)

qasfuc =

Y




Sirvilar calculations allow us to get gas fae for the various targets with respect
to the D target, in order to calculate the cross sections. The accuracy of gas fae
depends on the accuracy of the weight and volume measurements of the targets.

The targets were weighed using a 50-kg Voland balance, which has a nominal
accuracy of better than 0.1gm per weighing, each target was weighed several
times, and the results averaged. The iside volumes of the targets were measured
by the WX-5 group at LANL to withiz 0.8 e, Previous measurements of these
targets at the operating pressure of approximately 3 MPa showed a change in
the volume of less than 0.05% [Ber].

Using the volumes of the T and ?He target canisters, we can estimate the
fractional change in gas fac Jhae to this expansion:

) 2533.7
\ - ( 333.7(1 + 0.0005 )) /< 4 ) = 10005 = .05% change

2525.7 25257

in order of magnitude: it should be significantly less in fact because the expansions
will both be in the same direction. and of approximately the same size. In light
of the final yasfae error of ~ 0.5% (see below), this effect is ignored.

During earlier experiments {Pi191] | a mass spectrometer was available to
evaluate the isotopic purity of the targets, but that was not possible during these
experiments. In general, the purity of the targets is expected to better than 99.9%
[Mal], that is impurities introduce a 0.14% error (two 0.1%, errors in quadrature),
at maximum, into the gas ratio, gasfac. This number is included in a 0.1%
catch-all addition to the gas fac error (see below). The T target was assumed to
be 100% on the dayv it was filled, approximately one week before the experiment
began.

We can also con  ler the effect «+ arving air buoyancy on the weight mea-
surements. We shouls add the weigh' the air that was displaced by the target
volume back onto the target weight. Lt then we must subtract the weight of air
that was displaced by the counter weights. These weights are stainless steel, and
the volume of air they represent is the weight of the target divided by 7.9 gm/cc,
the density of the steel.

The formula for the corrected weight of a canister is

Wo=W.—D (gv, - M) (3.5)
0,,

where $ois the cell’s external volume. and ), is the density of stainless steel.
D is the density of the air: the air density was corrected according to the local

temperatvre and pressure when the weighing was done.
We are actually interested in the difference in two weighings, namely the

full and empty target,
Wias = Woay — I,

Pempty-

This gives the weight of the gas in the full target. The ‘empty’ targets
were either pumped down to vacunm, or filled with *He at atmospheric pressure.
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Tritium

[MHeliwin 37

Deuteriumn

Spring 90

19.00(.11)

9.45(.06)

12.62(.08)

Sumimer '89

18.99(.11)

Summer '89

IS91(.11)

Suminer ‘88 9.45(.02) | 12.56{.03)
June 85 947 12.56
July '85 9.43 12.56

Table 3.1: Gas weights for the various targets. The two entries for Summer ‘89 refer to
after and before the experiment, respectively. The measurements from 1988 and 1985 are
from previous experiments [tier]. The variations between experiments are of the order of
0.5%. which is an indication of the systematic errors involved.

T'He | 'TD | *HeD
gasfac | 2.012 1 1.000 | .500
error | 0L | .007 | 004 |

Table 3.2: Values of ges face and their errors for the currant experiment.

Because we are looking at the difference in two large, nearly equal nmnbers. for
instance for one T weighing the full target weighed 3002 gm. and the empty
weighed 7983 gm. the accuracy of the various measurements is crucial.

Using the highest density of air present on any weighing day for D in
Lq. 3.5, the buovancy correction for the *He target, was 0.05 gm. or about
0.05/9.0 = 0.6%.
the error in the buoyancy correction. is in the same direction for nimerator and
denominator. we should quote a combined error of (1/v2)(0.6) = 0.1% for the
ratios, due to this effect. Other effects such as the error in the target weighing,
the impurities in the gasses. and the volume differences in the targets contribute
on the order of 0.1%. so an overall error of 0.5% was used for gas fac. 'able 3.1
shows the gas weights with errors that have been measured in this experiment.
and the weights from previous experiinents in the cases where the targets were
not emptied in between. Table 3.2 shows the final values for gasfac. for each
of the different target ccmbinations, T/*He , T/D. etc. that were used in this
analysis. calcuiated using Fq. 3.1, and the accompanying errors. The systematic
error of ~ 0.5% shown by the variation in weighings over several experiments
{see Table 3.1) is not included in the quoted errors.

We are interested in the ratio of two gas weights, and since
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3.2.1 Decay Correction

There is « final correction to the ratios due to the decay of the T target.
The amount of 1" left at a time t, measured in weeks, given a half life of 637.6
weeks, 1
N = Nycrpl —0.693t/637.6)

where Ny is the original amount, at ¢ = 0 and 0.693 is the natural logarnthm of
1; call the exponential factor .« = r(2}. H Y, is the yield that is measured during
arun, and if Yp and Yy o are the vields we would expect if the target were full
of T and *He respectively, at the target pressure, then we can write

Y,,, = )l I+ )'1”‘, (1 -- .l‘)

or 1
Vo= (v = Yagge (1 =) (5.

Now. we have measured the *He yvield for the *He target, call the result Y] .
To get the yvield we would have had at the higher areal density of the T target,
we must scale by the relative target densities. that is we replace Yap o with

gasfac x Y

; to get
e 08

Vo= (Ym - (ya.-;fa('))tf“v (1 - -F)) ( : ) :

r
In some cases extra ot runs were done at a later time, and those rans wifl
have a differenr correction. For instance, if two sets of runs were done {or a
one at one week after the target was filled, and one at four weeks, then if the areas
of the elastic peaks of the two sets are 4y aud Ay and fi ad fyave A /(A + 4y)
and Ay 4+ 4y) respectively, the fractions of counts in the first week and fourth
week sets, and if we denote # at those times as oy and oy then we have

Y. =Yl fi + o fi) + lgasfaY (00 —oy) fy + (1 = ag) fy).

This correction is included 1 all final results. The correction for R is the
targest because there are four factors coniributing, !t is usnally les that 0.5%.
but goes as high as 1.2% for the 220 Me\ point.

3.3 Spectrometer Calibration

All of tne EPICS chamber and target quantities were calibrated at 120°,
150 MeV (Sec. 2.3.3). The polvnomials do not include information about the
target thickness or about the way varying the EURYDICE field affects the paths
of the scattered pions. Some quantities depend strongly on these factors. such
as missing mass. Yy and Yo, . as was disenssed in Sec. 2001, These
quantities should maintain a stroug relavionship with the shapes as seen at the
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Figure 3.2: X, at 116°. The two outermost marks snow the calculated position of
the end caps. The inner mark shows the position used for the cut during replay.

calibration kinematics 120°, 180 MeV, but there could be some distortion, so that
it 15 not proper to use their values as an absolute spatial or energy reference. One
exceptions is Xy, . The x axis is perpendicular to the EURYDICE bending
plane. and so Xy4,,.¢ should be relatively unaffected by angle and energy changes
that require a EURYDICE field change; we expect some loss of resolution in
Ntargee due to the thick target effects however, (see Sec. 2.4.1). Fig. 3.2 shows
Nturger for 116°. The two outermost marks show the predict<d location of the
target end caps; the overlap is excellent. The end-cap locaions were predicted
equally well at all angles and energies. It looks like the calculated mark for the
upper end cap, which is the farthest on the left in the figure, is somewhat wide,
and so in practice this cut was tightened a little, to the inside mark on the left.
A firm Xygrgee cut at these marks was used during ali of the replay to eliminate
events froin scattering in the end caps.

The shape of Yig, 5. depends on the scattering angle (and so on the EU-
RYDICE field), as Fig. 3.3 shows. The width of Y,,,,., decreases as we progress
backwards in scattering angle. This is the same effect that was seen in Sec. 2.4.1.
where the ray tracing was discussed. Because Yy is a calculated quantity,
it might seem reasonable to use the uncalculated front-chamber quantities to
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determine the proper Y-direction cuts, since the caleulated quantities are ouly
calibrated for the most forward angle in the experiment. However, the ray trac-
ing presented in Sec. 2.01 was done after the analysis of the yvields, in order o
make sure that systematics were understood. Nevertheless, Y., is a reasonable
representation of the actual ray profile at the spectrometer entrance, as shown in
Sec. 2.41; the ray tracing therefore validates the use of Yi,, .. cuts during the
data reduction.

Most of Y 18 due to scattering in the aluminum target walls, and it
is desirable to remove as much of this as possible. Since all of the elastic-peak-
energy scattering comes from the gas or from a narrow kinematic band in the
background corresponding to the satne energy, we can use a cut around this peak
to define the gas volume. Figure 3.4 shows Y, for T targets at 116° and
167° with this gas volume cut. Overlaid with the nistogram for each aungle is the
corresponding histogram for the background runs with the same gas volume cut.
Because there is no elastic scattering in this kinematical region for the background
target. the lower histograms are depleted in the middle, which clearly shows the
gas volume. For each point. a series of Yy, cuts were made to define the
gas volume. The cuts went from wider to narrower. but remained symmetric
around the center of the gas volume. defined as the deficit shown by the overlaid
histograms. Thus we maximize the ratio of counts from scattering in the gas to
counts frem scattering in the target walls.

Veuryer AN Syqr g0 are rarely re-calibrated for experiments with bending mag-
nets at the target position, and they were not for this experiment. For exper-
iments with thin targets and no bending magnet at the target position. o, .
gives a reliable measure of the variation in scattering angle over the front of the
spectroteter. The @4, histogram can be binned in three bins, encompassing
the central one degree. and one degree greater and less than the central angle.
Thus. the angular resolution can be increased by factor of three. We have seen in
section 2.1.1 that the angular acceptance was greatly increased by the thick tar-
get and the extra bending magnet, and that each angle was spread over the entire
spectrometer entrance. Theiefore, the extra angular binning was not possible.
Cuts on Oy,4e: and G440 Were not used for any of the analysis.

Ocheck and Ocper are not affected by FURYDICE as they measure the dif-
fereace in trajectory angle between the frout and rear chambers. Since the muon
rejector was not used. these histograms provided the only way of removing muons
in the spectra. As discussed in Sec. 2.3.4, the muon-to-pion ratio was negligible
at most angles. and the muon and pion peaks do not overlap, so the straight-line
background d:awing was not affected by the lack of the muon rejector (see Sec.
3.6).

The particle identification (PID) was done in the regular way. with a two
dimensional plot of average pulse height in scintillators S; and S4. which follow
the rear wire chambers, vs. the time of flight between these two.

A rather tight box was used. although a check showed that a box which
included some “stragglers” did not affect the missing-mass shape.

-
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Figure 3.4: Yiargee for T and D, top and bottom respectively are 116° and 136°, lab.
scattering angle.
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The spectrometer polynomials were recalibrated for the replay, using cali-
bration data taken during the experiment. This improved the shape of the various
histograms somewhat, but the changes were not major. We did all of the calibra-
tion runs at 120°. This means that there was no way to inc'ude possible angle
dependence due to the variation of the EURYDICE field with angle. These effects
should cancel 1 the scattering ratios as numerator and denominator are mea-
sured with the same kinematical settings. The difference in wcceptance hetween
T and D Kinematics was iavestigated 1 Sec. 2.4.1.

['he ray tracing analysis from Chap. 2 showed a slight acceptance correction
between T oand *He kinematics, which will cancel in all of the ratios. but which
should be included for the cross sections. Overlays of the Y., histograms
at each angle for the different kinematies showed little or no varation between
T and D @ identical ents on Yy were nsed to define the gas volume for all
runs at cach point. including the normalization (D) and background (1) with T
kinematics) runs.

Figure 3.5 shows an “acceptance scan’ done with the H target at the begin-
ning of the experiment, at 120°, 180 MeV. The spectremeter tune was changed
so that clastically-scattered particles were ficused on different parts of the fo-
cal plane. For the same incoming plon. a change in momentum corresponds
to a change in missing mass. Measuring the yield at different momenta gives a
correction factor to use for the various locations in missing mass. For these exper-
iments. all peaks were on the center of the focal plane, and so the corrections are
not needed. The scan is fairly flat in the region under the elastic peaks (usually
between -2.0 MeV and +3.0 MeV), with variation of about 10%. This variation
is not unportant for the ratios, as the vield for munerator and denominator is al-
ways taken for the same binin missing mass  therefore the acceptance variation
is the same in numerator and denominator. and cancels. For the cross <ections.
the varation wili affect the target and normalization-target yields differently for
those parts of the peaks that do not exactly overlay each other. This overlap
ix less than 10% of the peak areas. and as the a~ceptance variation on average
is less than 10%. quoting an nncertainty of 10% x 10% = 1% accounts for this
possibility conservatively.

The steep drops on the edges mean that features inn this region are often
imdistingutshable due to lack of counts.

3.4 Muon Rejector

The muon rejecror is discussed in Sec, 23,4 [t was not used for the reasons
cited there, However, one sei of analysis was done for all of the points, using
background subtractions, see Sec. 3.6.1 comparing results with and without
the muon rejector. With two exceptions, all results agreed within one o, The
¢ ceptional case showed a variation of several o, which has been attributed to
muon-rejector misuse, sec See. 23,4, Therefore, the muon rejector is not used
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Angles and Energies
142 MeV 158° { 162° | 169°
130 MeV || 114° | 125° | 135° | 145° | 155° | 168°
220 MeV 168°
256 MeV 168°

Table 3.3: The points covered by the current experiments.

for any quoted results.

3.5 Data

3.5.1 What Was Meac red

Experiment 1155 measured an angular distribution from 116° to 167° at the
Agz3 resonance pion energy of 130 MeV. Experiment 1064 measured an excitation
function from 142 MeV to 25€ MeV at the most backward angle possible for each
energy. Two extra points were measured at 142 MeV, at very large angles as a
consistency check. The largest-angle point av this energy will not be reported
here because of some remaining ambiguities in the data reduction. The angles
and energies covered are given in Table 3.3.

Several runs were taken at each point. For the main part of the experiment,
there were three targets on the turntable: T, *He. and D. Each target was
used at T kinematics, and the D target was also used with D kinematics for the
normalization yields. Henceforth, we shall refer to D runs cases with )-clastic-
scattering kinematics as D. these are the normalization runs, and to D runs with
T-elastic-scattering kinematics as D/T. these are the background runs. There
was some disagreement over whether it would be better to extract the yields
with some sort of line shape to represent the backgrounds, or whether it would
be better to use the D with T kinematics for background subtraction. The result
was that in some cases there is a paucity of background counts, especially for the
m~D runs, that makes background subtraction nearly impossible. Eventually.
both methods were used; the results are discussed below.

Since there was not room for the H target on the turntable for the main
body of runs, we could not take H runs with D kinematics, to do background
subtraction with the normalization peaks. At the end of the experiment, we
removed the T and *He targets, using just 1) and H. We repeated several angles
and energies to get D normalization data with backgrounds to subtract. but were
unable to cover the entire set of points because of time constraints. The points
that were covered this way were all at 180 MeV, at 11.4°, 135, 145° and 168°.
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3.5.2 Quality of the Data

The overall quality of the data i1s good, with the exception of the back-
ground statistics, which were mentioned above. The usual goal was to get at
teast 10,000 counts in the elast.c scattering peaks in order to get a 3% statistical
error. This was considered a stricter requirement for the angular distribution,
where we wanted smaller error bars in order to clearly differentiate among the
three Superratio curves calculated by Gibbs and Gibson for the three values of é,
(see Sec. 1.7), than for the excitation function. Within a set of runs at the same
kinematics, all of the peahs should overlap very well. For instance, for a given
point, say 120° scattering at 180 MeV, the »*T, n*3He, n~T and n*He peaks
should have excellent overlap, as should #*D and »~D . However, the latter
set need not line up well with the former set, since the kinematics are different
for T and D elastic scattering. The eye can do a very good job of comparison
when the runs are overlaid on screen or paper. All runs were plotted against
each other to check for both position of the peak’s center and the overall shape
of the peak. The only questionable peak was the 146°, 130 MeV one, shown in
Fig. 3.6(The vertical line is to aid in comparing the peaks.) The upper peak is
shifted somewhat to the left. The shape of the upper peak seems distorted on the
right, perhape as if a magnet drift had shifted part of the spectrum. This shape
difference is especially bothersome at the base of the peak in the region between
the peak and the breakup. A clear idea of what is going on here is necessary for
drawing the straight-line backgrounds discussed in Sec. 3.6.

At 167° 180 MeV, we had spectrometer problems. During these runs, one of
the spectrometer turbo pumps was failing. allowing the vacuum to rise slightly.
When this happened the system automatically dropped a gate valve that sepa-
rated the spectrometer from the scattering chamber. In some cases data taking
continued for some time with the scattered particles traversing this valve, which
resulted in a large energy loss and a resultant loss of counts in the peak. Sec-
ondary scattering {rom the valve is also possible. which results in unpredictable
effects on the spectral shape. This made it difficult to analyze this point, both be-
cause the irregular shape of the background made it hard to select a background
representation that looked good, and because the D runs done for background
did not have the same time with the vaive closed as some of the other runs. thus
the subtraction was not correct. There were enough foreground runs that the
problem does not seem to have affected the results: these runs were analyzed in
the standard ways (see helow). The D normalization run for 7~is suspicious:
Fig. 3.7 shows this run. The energy loss in the valve is approximately 15 MeV,
and no secondary peak is obvious at this energy in missing mass. However, the
region between the breakup and the peak is filled in, especially in the upper plot
(w*D ). Extra counts in this region could come from scatters with energy to
the left of the peak; these would be background events that lost energyv in the
valve. The areas to the left of the peaks are not a good match either. Finally.
the lower peak is wider than the upper one. It is difficult to say “~ther any or
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Figure 3.6: The D normalization runs at 146°, 180 MeV. 100 = 1 MeV. The vertical line
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all of these effects are due to the valve difficulties Statistics on the lower run are
much poorer than an the upper, which makes comparisons difficult. These runs
did prove very difficult to analvze (see Sec. 3.6), primarily because it was hard
to tell where the peaks began ~nd ended.

Finally, as discussed earlier, the low statistics of some of the 771) back-
ground runs made background subtraction very hard. Comparison ..f the difter-
ent methods, which are discussed below, showed some significant ditferences for
the worst points.

3.5.3 Statistical Variations

Even in cases wherc there are good statistics. statistical fluctuations can
introduce errors in a subtle wav. The farthest back points. #,.,, > 130°. have
a very large number of counts in the supra-clastic region (we shall refer to the
region in missing mass to the left of the peak. where missing mass is lower and
the scattered particles have higher energy, as the supra-elastic region). und even
those more forward-angled runs. where the backgrounds are relatively small, have
many counts, and a smooth-appearing spectrum. With this idea in mind, it might
appear that the way to choose a scaling range is so that systematic effects will be
minimized. For instance. one method tried was to scale the runs over a few-MeV
range close to the peaks. The ides was to emphasize that part of the background
that was close to the area of interest ard to lessen the effects of any general
shape difference in the backgrounds that might have some cumulative effect if
the scaling ronge were large. This idea was especially attractive. because at this
energy, around 15 - 20 MeV excitation in the surrounding background-producing
materials, we do not expect sharp peaks o¢ structures. However, we must keep
in mind that the counts in any scaling range have an uncertainty of /# counts.
For instarce. if we use a scaling range of -10 MeV to -5 MeV. which covers 50
bins in our missing mass histograins. and if we have an average of 100 counts per
channel, which is near the median number for this experiment, then we have an
uncertainty in the sum over these channels of

V100 x 50 = 71 = 1.1% of 5000,

and an uncertainty in the scaling factor between two runs of this count number

of
V.0142 4+ 0142 = 2.0%.

Of course. this is just standard uncertainty propagation. and indeed this uncer-
tainty must be included as the ratio is used to scale the peak area. This is the
method that is used in the subtraction analysis (see sec. 3.6.1). Two percent
is already a serious uncertainty to have to add on to the ratios, but there is a
more serious matter of principle involved. Figure 3.8 is an example of randoinly
generated flat spectra. with 150000 total counts. Also in the figure is a plot of the
ratio of the two spectra taken over several energy bins. Each bin is 5 MeV wide.
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tom, ratios of the two spectra, taken at 50 channel intervals (five MeV in missing mass).
One sigma statistizal error bars are shown.
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Figure 3.9: Same as Fig. 3.8 except there are 10,000 counts instead of 150,000.

and each is next to the other: e.g. the first range is from -24 MeV to -19 MeV,
the second is for -19 MeV to -11 MeV. etc. The errors are one sigma statistical
error bars. as discussed above. ldeally. the ratio would be 1.0. Five of the ten
values are within one sigma of 1.0. which is reasonably close to the expected 2/3
value , considering the small number of trials. The diflerence between the ratios
of the first and second points is particularly striking, and serves to illustrate the
point. The difference is 1%. Now while this is not statistically invalid, it is al-
most as big as the statistical error in p* |, for many of the experimental points.
Figure 3.9 i1s an example of the same exercise. but with oniy 10,000 counts in the
total spectra. This is a small number, but it is well above the total number of
background counts for many points. In this case, a similar reasonable number
of ratios have ranges within one sigma of 1.0 (seven of them), but the greatest
discrepancy. hetween points nine and ten. is 12%! Of course, such a result is to-
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tally unacceptable. So, in addition to the statistical considerations, these ‘errors
of chance’ dictate that we use the largest possible scaling ranges in all cases.

3.6 Methods of Data Reduction

Two methods of data reduction were considered. As discussed earlier, scal-
ing a background run to the foreground in the supra-elastic region has some
problems, but it will work if we accept large statistical errors. Another method
is to approximate the background somehow, and subtract this approximation
from the foreground. A straight line is usually a reasonable approximation; The
data were analyzed by both methods where possible (excepting only those D runs
that have no backgrounds to subtract). I discuss the methods and the results
and accuracy in the following two sections. The D) normalization data presented
special problems; it is considered separately.

3.6.1 Scaling

The supra-elastic region canaot be reached by scattering from the target gas,
so this region is filled by background scattering, primarily from the aluminum
canister walls. In the ideal case, we expect the suprz-elastic region to have
exactly the same shape for #*T, r**He and =* D/T , and fc: 7~ T, n 3He
and #~D/T . This assumes that all of the targets are identical ard that they
are placed in exactly the same orientation for their respective runs. Multiple
scattering and energy loss differences should he minimal between T and *He and
D. One possible difference that cannot be measured is the scattering fromn the
fill valves on each target. W: made an effort to align all of these valves in the
same way. but the inflexibilit of the capilary tubes that connected the valves
to the target canisters meant that there was some variation. If we assume that
au of these vanations can be ignored, then the T, 3lle and D spectra for each
polarity should match, and we can use this region to scale the histograms for
background subtraction. In Sec. 3.5.3. we saw that there can be quite a variation
in a supposedly flat region; we cannot scale the runs to each other over a smail
region in missing mass, because this introduces a large uncertainty; we need to
use as large a scaling area as possible. For the right side of the scaling area, we
should go as near as possible to the scattering peak. The peak gets narrower as
the scattering angle increases, because dE/df decreases with angle. where E is
the kinetic energy of the scattered particle. Therefore, the solid angle subtended
by the spectrometer encompases a narrower energy range as the scattering angle
increases, and the peak is narrower in missing mass. That means that we can use
a wider and wider scaling area as the scattering angle increases. For example,
in the angular distribution analysis, scaling ranges of -22 MeV — -4.5 MeV for
114°, and -22 MeV — -2.5 MeV for 167° were used.

The main problem with with this method was the lack of 7~ background
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counts for some of the points. In particular, 146° and 156° have very poor
7~ background statistics. Where the background statistics are good, the scal-
ing method and the straight line background method, which is discussed below
(Sec. 3.6.2 ), gave the same results, within error bars. Figure 3.10 shows how
this kind of background scaling works out for a case where there are pretty good
background statistics, and where there are not. The background is scaled to the
foreground over the area that is marked on the histograms, and then subtracted.
The good result, on the left, has some bumps in the supra-elastic region that
may or may not be the result of actual differences in the supra-elastic shape.
Nevertheless, the good statistics make for a smooth, well defined supra-elastic
shape, and visual inspection shows that there are no gross shape differences over
the runs. In this case, we can confidently scale the background to the foreground
for subtraction, quoting only statistical errors for the scaling procedure. On the
right is a subtraction done with runs with poorer statistics. The low number
of background counts requires a very large scaling factor. This multiplies the
random variations in the background, and so after the subtraction the result is
so ragged that visual inspection gives no assurance that the shapes are the same,
and that the technique is valid. Of course, such a large scaling factor would
necessitate quoting a very large statistical error, but the quality of data makes
us unable to tell if a systematic error is indicated.

3.6.2 Straight-Line Backgrounds

Figure 3.11 shows the #* D/T backgrounds in the elastic-peak region for
two different points. The first, at 114° has rather poor statistics, and the sec-
ond, at 135° is typical of most of the experimental points. Considering that an
uncertainty equal to the square root of the number of counts should be assumed
for each channel, even the low-statistics run can reasonably be approximated by
a straight line.

An analysis routine was written to subtract straight line background ap-
proximnations from standard LAMPF histograms. Twe runs are analyzed at a
time. For each run two points are input to draw the line through. The area
defined by the line is subtracted from the missing mass, and yields and ratios
between the two runs are taken over a set of ranges in missing mass. Figure 3.12
is an example of this program’s output. In the upper left is the #+T histograrm
for 155°, with the specified line background overlaid on it. Below this is the resuit
of subtracting the line from the histogram. The area above the line is defined
to be the elastic peak. Notice that the line intersects the base of the peak on
the left, and the lowest point between the peak and thz breakup on the right.
The same results are shown on the right, for 7+*He. Because the kinematics are
the same, we expect the peak shapes to be the same; this is an important aid in
drawing the line. Figure 3.13 shows the way p* varies for various widths of the
peaks used. The first three values draw the left edge at the left side of the peak,
and take the right side to be first near the peak’s middle, then halfway to the
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edge. and then at the end of the straggling tail. The second three points repeat
these values of the right side of the peak. but use a value for the left side of the
peak that is inside the true edge, nearer to the peak's center. Since the T and
3He kinematics are the same, we expect that the width of the peak used will not
be important in the ratios, as long as it is the same for each case. However, if
the background line is misdrawn for one of the histograms, the value of the ratio
will not be consistent over different regions cf the peaks; this is another test of
how good the line selected matches the background.

As mentioned earlier, the program allows two histograms to be analyzed
simultanecusly. e.g. 7#*T and n*3He. Since the n* background is the same for
each of these histograms (assuming the canisters are the same). comparing the
final line to the background at the left of the peak (the supra-elastic region) for
the two histograms helps highlight discrepancies. Likewise, it can be useful to
analyze the opposite polarity sets together e.g. 7*T and 7~ 3He, because under
charge symmetry these cross sections should he the same, both in the elastic and
the break-up regions. This provides other criteria for comparison between the
two lines that are chosen as backgrounds. Ideally, both of these methods should
give the same results, and this is another check on the accuracy of the results.
Most of the data were analyzed both ways, first the same-polarity pairs, and then
the opposite-polarity symmetric pairs.

Computing the error for this method was straightforward. If we imagine a
spectrum with a single peak sitting on top of a perfectly flat background (that is,
the shape is flat, and the actual spectrum is flat within statistics), then we can
use the flat regions that are not under the peak to get a very good position for the
background line. In this case, we would not have to add any error to represent
the uncertainty in the line. If the number of counts in the peak was A, and the
number of counts in the background under the peak was B, then the statistical
error would be VA + B. In the opposite extreme, we can imagine that there
is no flat region at the edges of the peak. This is equivalent to an experiment
where the available region in missing mass is only as wide as the peak. Then
we would use the standard formula for a single-channel experiment, which is
o = VA + 2B. The proper error is somewhere between these two. For all the
runs, there is enough background to make a good estimate of the proper line
slope and intersection points. However it is certainly not perfect, and VA + B is
too small an error to quote. o = /A + %B was chosen as a compromise between
the two extremes. A is the area in the peak between whatever limits are used
to calculate the yield, (this is the full width of the peak in the case of the cross
sections, and in most of the ratio calculations as well, excepting those cases where
including the tail regions caused large discrepancies in the ratios). and B is the
area between these same limits under the line that is drawn by the program.

The Yiarger cut chosen for this process is the one that provides the best
reference points for drawing the line, and is in the set of reasonable Yi,,,.. cuts
found by varying the gas volume cut during the scaling-analysis effort. The shape
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change in Yiarger shown in Fig. 3.u caused a sharp slope change near the peak
for some Y. 4. cuts, and so these particular cuts were not used. Figure 3.14
shows how the two methods compare. The filled squares are the final results for
ry , computed by the line-background method. The open squares are from the
scale and subtract.

The straight-line-background method was used for the reported results, in
order to eliminate the problems of muon peaks and statistical uncertainties dis-
cussed for the scaling method.

3.6.3 Deuterium ratios

Now consider the expected values of pD , using the ion chamber for the
norm {norml). At a given energy. the beams have a certain particle content,
both pions and other particles, and this content is not the same for the two
polarities; for example, say that the only contaminant is protons, which will only
be in the =+ beam. Then the ion-chamber current will be proportional to the
number of pions and protons that it sees. Since the number of protons is a
constant fraction of the pion beam for a given energy and proton-beam steering,
this current is proportional to the total number of pions as well. Likewise, the
chamber current for the r~beam is proportional to the number of pions, but
because the contamination is different, the proportionality constant is not the
same for the two polarities.

pD = do(x*D )/do(x~D ) is the ratio of n* scattering yields from D.
Each yield is proportional to the cross section, ar.d if we assume that 7D scatter-
ing is charge symmetric, then the cross sections are equal and cancel in the ratio.
This leaves a ratio of beam currents. However, over the angular distribution, the
same incident beam is used at each point, and therefore pD is expected to be
constant with angle.

There are some mistakes that could change this. For example, if the target
is misplaced for one of the D runs. There are usually fewer D runs than other
runs, and so this is proportionally a larger mistake. This kind of error, however,
is related only to D . Since it is not likely that errors of this type with the T
and *He runs will be correlated with those of the D runs, there is no reason to
preserve this wrong value of pD . Instead, it is better to average the values of pD
over the angular distribution. Figure 3.15 is a plot of pD over the entire angular
distribution. At each point the ratio was calculated several ways. A straight line
background subtraction was done. If there were H with D kinematics data for
subtraction, this was done, and straight-line backgrounds were drawn for these
latter sets as well. In several cases, extra line-background efforts were made
to check consistency. Several tries at drawing the line backgrounds train the
eye, and the results become more reproducible with practice. The final set of
line-background results was averaged over each point in the angular distribution,
leaving out the 146° and 167° points, for the reasons listed in Sec. 3.5. Properly
including these two would have required the addition of a large systematic error
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to account for the inconsistencies in t. .r analysis. and they would have had little
effect on the weighted average. The efects of these two points are opposite, and
so their inclusion would mostly cancel in the average anywav. Figure 3.16 shows
pD at back angles using norml.

The back-angle points at each energy were not averaged, because we expect
that pD will vary with energ:, as the fractional pion content in the beam need
not be constant with energy.

The other beam monitor was the toroid that monitored the proton beam.
Since this monitor always sees the same current regardless of the channel polarity,
assuming that the beam is steered consistertly, and since we are only looking
at scattered pions because particle identification eliminates protons while the
relative size of the muon and electron cross sections at these angles means that
they do not contribute to the scattering yields, then if the #+*D and #~D cross
sections are equal, pD calculated with this monitor is really just the »* to
7~ production ratio for the '?C target in the main beam. Figure 3.17 shows
the values of pD , using the toroid for normalization, at the various points on
the excitation function. The same ratio from two other sources are also shown
[LAMB84} {Gre92]. All of these results are fairly consistent within the error bars
shown, which are statistical for this experiment, and include some systematic
corrections for the other measurements. Table 3.4 gives these pion production
ratios for the current experiment. The value shown for 180 in both Fig. 3.17 and
Table 3.4 is the average value from the angular distribution.
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energy(Mel') | 142 | 180 | 220 | 256
rt [n” 13 14761 5.1 6.1
0.12] 04 | 0.5

[§4

error 0.

Table 3.4: Pion production ratios from this experiment.

O | 116.0° | 126.0° | 136.0° | 146.2° | 156.0° | 167.0°
do[dQmbfsr) | 0.523 | 0479 | 0417 0.369 | 0.385| 0.408
error } 0.019| 0.019 | 0.017 | 0.017| 0.017{ 0.017

Table 3.3: Normalization cross sections extiapolated by interpolation of the data in
[Ott85], at 180 MeV.

3.7 Cross Sections

The cross sections require more work than the ratios because it is necessary
to use normalization yields and cross sections. Values from Otterman et. al.
[Ott35] are used here: the cross sections could be normalized to any other set by
sitnply multiplying the quoted cross section by the preferred normalization cross
section, and dividing by Otterman's value. The 7D cross sections are assumed
charge symrmnetric, that is a(x#*D ) = o(x~D ). Figure 3.18 shows this D data
at the cnergies used. Note that these energies do not exactly overlap with our
experimental energies, varying by 1 - 3 MeV.

The cross sections in this region are fairly flat (see Fig. 3.18), linear inter-
polation was used to get the values used here. A more serious error is that the
normalization cross sections are not taken at exactly the same energies as our
data; usually they are 1 - 3 MeV lower. Otterman ef. al. compare their data
to older data at similar energies. The older data have large error bars, but the
change in differential cross sections due to energy shifts of i MeV — 3 MeV are
generally less than 5%, distributed on both sides of Otterman’s data. Finally,
in the cases where the normalization data does not extend to as large an angle
as the experimental points, the value of the largest-angle normalization point
available is used. All of the normalization data goes to angles within 5° of the
experimental data, and considering the flatness of the D data in this region, this
introduces only a small uncertainty. A systematic error should be included be-
cause of these two approximations. An inspection of the figure shows that an
error greater than 5% is unlikely, and so 5% is a conservative systematic error.-

Table 3.5 and Table 3.6 show normalization values that were used. Values in
the table give the larger error of the two points on either side of the interpolated
point. Systematic errors are not included.
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Figure 3.18: 7D cross sections from Otte¥Man et.”al. [0tt85). The normalization cross
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was used for data points beyond the region of the normalization data.

Energy(MeV) 142 220 256
Lab Angle 162.5 172 173
Cross Sec.(mb/sr) | 1.16 [ 0.164 | 0.12
Error 0.05 | 0.007 | 0.007

Table 3.6: Cross sections extrapolated by interpolation of the data in [Ott85], to back
angles for the various energies.
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3.8 Systematic Errors

There are two important possible sources of systematic error in the cross
section measurements and analyvsis. The target alignment method was by eve,
but it was the same for each target, and so, it is likely that on the average all
of the targets would be mis-zet by the same amount. So, while the target pro-
file as seen by the beam has changed, it has changed both for the experimental
and normalization targets. These appear in the numerator and denominator.
respectively, and so the change should be symmetric, and should cancel. It is
possible that a different shift of experimenters, coming to work in the middie
of data taking for a single point. will set the targets systematically diffecent.
in this case, the first group of runs will be different from the second group. all
at the same experimental point. However. these misalignments are slight, and
the major change is in how much of the aluminum wall intersects the incoming
beam. The amount of gas in the beam changes only slightly. and since a good
deal of the background is eliminated by the Yy, .. cuts, the overall effect should
be slight. The most significant systematic error is associated with drawing the
straight-line backgrounds. This is a straightforward procedure for the T and *He
runs. but for D it is difficult because the right side of the elastic peak overlaps
the break-up region, as the D binding energy is only 2.225 MeV. While a consis-
tent mistake should cancel in pD since the numerator and denominator have the
same shapes, this is not the case for the cross sections. Several trials with moving
the background line within reasonable limits suggest that this problem may in-
troduce a 2% - 3% uncertainty into the values of the D yields. Interpolating the
normalization cross sections and extending them to large: angles requires a 5%
svstematic error, as discussed in .he previous section. Also discussed there was
the deviation of our experi'nental energies from the normalization data energies.
A 3% uncertainty might be included for tiis as well. Adding (in quadrature) the
2% - 3% mentioned in this paragraph due to background drawing and including
as well the 1% error due to the acceptance variation (see Sec. 3.3) gives a total
systetnatic error near 7%.

Svstematic errors in the ratios are less of a problem. Since the peaks in the
numerator and denominator have the same shapes, it is not necessary to take
the entire peak for comparison. Using several peak-slice widths and observing no
variations in the ratio is a good check on inconsister:cies with the line drawing. A
systematic error in the relative + beam normalizations will show up in r; and r;
but in p* . p~ , and R, this cancels, because there are cancelling polarity values
in the numerator and denominator. Likewise. an error in the average value of
pD will affect r, and r, , but not the others.

Finally, an error in gasfac affects all quantities. However, an 0.5% uncer-
tainty has been associated with gasfac and included in the quoted errors, so no
additional error due to the gas analysis is needed.

Finally, the reported asymmetiy in the D cross sections of ~ —1.5% is not
important for the cross sections, which have relatively large errors, and does not
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affect p* , p~ . and R since they do not require the D values. r, and r, are
affected through the inclusion of pD : since pD s included in the denominator of
ry and the numerator or r, the asymmetry is most noticeakle in the difference
between ry and r, . r; and r, will be plotted with and without the =)
asymmetry included in pD in Chap. 1.

3.9 Summary

The final method chosen for the yield analysis is the extrapolated straight-

line background. Statistical errors for the yields are /A + %B. where A and B

are the areas in the peak and under the peak respectively, at whatever peak-width
was used.

The quoted errors are purely statistical for all of the ratios. For the cross
sections. a 7% systematic uncertainty was suggested, in addition to the quoted
errors, which include statistical errors and the quoted errors for the normalization
cross sections.

Throughout, the #D interaction was assumed charge symmetric.
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Chapter 4

Results

4.1 Ratios

The various scattering ratios are plotted and tabulated in this section. Num-
bers from the three earlier experiments, #546 [Nef90], #905 [Pil91] and #1032
[Pil92],{Ber91] are included. Statistical uncertainties are given, as discussed in
Chap. 3. Each ratio table contains a listing of the laboratory scattering angle,
the center of mass scattering angle, the momentum transfer in fm~2, the ratios.
and the experiment number. All angles are in degrees. The new data from the
back-angle experiments are shown as filled squares, the old experiments and the
new NSF-dip data are various open symbols.

The charge-symmetric ratios r; and r, are compared with each other as-
suming o(x*D ) = o(r~D ) and again assuming an asymmetry of -1.5% . The
R calculation of Gibbs and Gibson, « cussed in Sec. 1.7 is overlaid with the old
and new data.



4.1.1 The Ratios p* and p~

It was mentioned in Sec. 1.6.4 that p* and p~ strongly reflect the ratios

of the on-resonance, 7-nucleon spin-flip amplitudes in the NSF dip region. At
180°, only NSF scattering is possible. In this case. p* becomes

. | For Jx*p) 2y flxtn)
QFpJH.- f(’r+p)+FnJHe f(7r+n )

2

P (1.1)
Assuming that f(x*p ) ~ 3f(7x*n ), which is not necessarily a good approxima-
tion because at large angles kinemnatics dictates that all single scattering will be
from nucleons with non-zero Fermi momentum, we would expect p* = (0.7)% ~
0.5, if the form factors cancel. Similarly, we expect a value of 2.0 for p~ . The
measured values are 0.38 and 3.06 for 180 MeV (Fig. 1.1). A + sign on the figure
shows these simple predictions.

Increasing or decreasing the pion energy, or increasing the nucleon momen-
tum all correspond to changes in the center-of-mass energy of the m-nucleon sys-
tem, moving the reaction away from the resonance energy and changing the factor
of three between the amplitudes. In Eq. 4.1 we can use f(r*p ) =2 x f(n~p )
mstead of three times, etc. to see how this affects the ratios: the result is an
increase in p* . Thus moving the reaction away from the resonance energy takes
the predicted single-scattering result further from the measured value. Similarly,
p~ will decrease by this estimate, also moving further from the data.

At 220 MeV and 256 MeV, the single back-angle p* and p~ values are con-
sistent with the trends seen at 180 MeV, that is p* falls and p~ rises at back
angles to a greater extent than predicted by the simple, single-scattering model
(Fig. 4.1). This is not the case at 142 MeV, where the back angle values are 0.8
and 1.3 for p* and p~ , respectively. For this energy, the measured values have
a lesser fall and rise, respectively, than predicted by the simple model.

In Sec. 1.6.4 it was shown that p* and p~ could be predicted fairly well using
a single-scattering impulse approximation and the VPI-phase-shift amplitudes to
describe the w-nucleon interaction, in the ferward hemisphere. The inputs to the
amplitudes are the incoming pion energy and the momentum transfer. Plotting
p* and p~ as functions of ¢? shows that the 142 MeV data is consistent with
the data for other energies (Fig. 4.2); this emphasizes the w-nucleon scattering
amplitudes, not the =-nucleus kinematics as plotting the scattering angle does.

In the forward hemisphere, the NSF dip does not occur at a constant value of
%, but rather at the value corresponding to 90° in the 7-nucleon center-of mass,
reflecting the cosine dependence of the NSF r-wave interaction. Figure 4.2 shows
that the NSF dip moves to higher values of momentum transfer as the pion kinetic
energy increases. In fact the dip shifts as a function of the w-nucleon center-of-
mass total energy (this was tested using the Simple Model and changing the
center-of-mass energy in the VPI phase-shift analysis), and so it will shift if the
nucleon momentum is made non-zero while the pion energy is kept fixed. As was
seen in Sec. 1.6.2, to have single scattering at higher momentum transfers, it is
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Figure 4.1: p* and p~ from all the experiments. O Exp. 546 [Nef90], x Exp. 905
[Pil91], O Exp 1032 [Pil92] and [Ber91], filled square, current experiments. The + shows
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necessary to scatter from moving nucleons. Therefore, at back angles and sin_.e
scattering. the NSF dip moves towards high momentum transfers. However, this
dip effect decreases p~ and increases p* which are opposite the trends needed
to explain the data, so one can conclude that this is not the dominant effect at
back angles.

As single scattering becomes less likely at high momentum transfers, that
is. at larger angles, multiple scattering sliould become proportionately more im-
portant. A very simple argument can predict qualitatively the back-angle trends
seen in p* and p~ .

The second order scattering term ('double scattering’) is

L‘J,((“ )(:'$J¢,lj(([2)‘

where ¢ and g¢; are the momenta transferred in the first and second scatter,
respectively. Evaluation of this term is not trivial, and will not be attempted here.
However, it obviously will be a sum over products of 7-nucleon amplitudes. Now
assume that each scatter will happen at the resonance energy, that is, assume that
the nucleons are infinitely heavy. and consider p* . The denominator, 7*3He, can
proceed by scattering first from a proton. and then from another proton, that is,
the amplitude contains a product of two amplitudes that are large. Scattering
from a proton then a neutron, or a neutron then a proton, is possible, but less
likely. The numerator, #*7T, can only proceed by scattering from a proton then
a neutron, or a neutron then a proton, that is by products of large and small
amplitudes. or by scattering from a neutron then a neutron, the product of two
small amplitudes. As the fraction of multiple scattering increases with scattering
angle, the denominator increases faster than the numerator, causing an overall
decrease in p* | as is seen in the data. For p~ | it is the numerator which can
proceed by the product of two large amplitudes. namely =~ n , and so we expect
a lcady incrcas~in p~ with angle. again as seen in the data. At 142 MeV, single
scattering is more likely because of kinematical considerations, as shown in Fig.
1.5.

We should note that in double scattering. spin-flip scattering need not be
forbidden on the paired nucleon. For example in 7#*3He, the pion can flip the
spin of one proton in the first interaction. and flip the spin of the second proton
in the second interaction. This leaves the protons with opposite spin, still able
to occupy the ground state. This could further enhance the scattering from the
denominator in p* and the numerator in p~ , and contribute to the measured
trends in these ratios.
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[ O] 6 [ -t] p* ] p~ | Exp. |
40.0 1 43.5 1 0.7 |} 0.628¢0.011) 1.73(0.06) | 546
40.0] 43.5]10.7 || 0.617(0.016) | 1.754(0.028) | 905
500 | 512 | 1.1 0.711(0.019) | 1.47(0.05) | 546
60.0] 64.7] 15| 1.02(0.03) 516
600 | 64.7 | 1.5 [ 1.054(0.014) | 1.066(0.017) | 905
700] 751|190 1.55(0.12) 516
80.0( 85.31231| 1.645(0.024) | 1.102(0.027) | 905
90.0 | 95.4 {28 |l 0.689(0.019) | 1.666(0.068) [ 905
110.0 | 115.0 { 3.6 {{ 0.607(0.015) | 1.818(0.052) | 905
158.0 | 160.0 | 5.0 [{ 0.811(0.024) | 1.347(0.065) | 1064
162.0 | 163.6 | 5.0 ]{0.757(0.027) 1.401(0.086) | 1064

Table 4.1: p* and p~ 142 MeV

Y S I T RS 27
4001 44.0 | 1.0 {{ 0.692(0.014) 1.56(0.04) | 546
40.0 | 44.011.0 |{ 0.676(0.009) { 1.604(0.021) | 905
50.0 | 54.7] 1.5 || 0.880(0.021) 1.32(0.05) | 546
6001 653120 1.37(0.04) | 0.909(0.053) | 546
60.0] 65.3]2.0 | 1.392(0.021) | 0.851(0.016) | 905
65.0| 70523 2.10(0.14} 246
700 | 75.7]26 2.58(0.12) | 0.486(0.027) | 546
73.0 | 78.8 | 2.8 (| 2.322(0.070) | 0.504(0.023) | 1032
75.01 809129 2.25(0.17) 546
80.0] 8591 3.2 1.36(0.07) | 0.829(0.057) | 546
80.0 | 85.913.2 | 1.388(0.030) | 0.812(0.022) | 905
90.0 | 96.0 | 3.8 || 0.944{0.036) 1.14(0.07) | 546
110.0 | 115.6 | 4.9 || 0.863(0.020) | 1.371(0.056) | 905
114.0 | 119.4 | 5.2 0.85(0.02) 1.28(0.04) | 1054
125.0 | 129.8 5.#{ 0.87(0.02) 1.38(0.04) | 1064
135.0 | 139.1 { 6.1 0.75(0.03) 1.56(0.08) { 1064
1450 | 1183 | 6.4 }[ 0.55(0.02) 2.05(0.09) | 1064
155.0 | 1574 | 6.7 0.44{0.01) 2.62(0.11) | 1064
168.0 | 169.2 | 6.9 0.38(0.01) 3.06(0.15) } 1064

Table 4.2: p* . p~ . 180 MeV
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[ O] 0m] -] Al p_| Exp |
100 ] 4441 1.3]0.789(0.015) | 1.450(0.024) | 905
60.0 1 659126 | 1.675(0.047) | 0.690(0.013) | 905
69.0 1 75.3 3.3 3.466(0.134) | 0.273(0.015) | 1032
80.0 [ 836.6 | 4.2 || 1.657(0.122) § 0.755(0.057) | 905

[168.0 [ 169.3 [ 8.9 [ 0.408(0.035) [  2.86(0.18) | 1064 ]

Table 4.3: p* and p~ 220 MeV

[ 6] 6m] -t pt | p~ | Exp. ]
50.0 | 55.7] 2410 0.91(0.04) 1.08(0.05) | 1032
66.0 72.7[ 3.9 1.06(0.06) 0.71(0.05) | 1032
75.0 | 82.1 | 4.7 ]| 0.50(0.04)/0.490(0.040) | 1.44(0.14)/1.330(0.139) | 1032
89.0 | 96.2}1 6.1 0.82(0.08) 1.31(0.21) | 1032
168.0 | 169.4 | 10.9 0.478(0.035) | 2.59(0.37) | 1064 |

Table 4.4: p* and p~ 256 MeV. The two entries at 75° are from two separate analyses.
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4.1.2 The Ratios r; and r;

In the backward hemisphere, the charge-symmetric ratios 7y and r, show
similar behavior for all energies (see Fig. 4.3). At 180 MeV, assuming that
a(r*D ) = o(r~ D), they cross each other around 100°% r, is ~ 1.0 in the
backward hemisphere, ry climbs quickly to about 1.1 and stays there (see Fig.
4.4). The back-angle points at the other energies show the same trends as those
at 180 MeV: ry is greater than 1.0, and r, approximately equals 1.0.

In single-scattering, we expect both r; and r, to be larger than 1.0, because
of the proton repulsion in He, which makes the form factor for *He less than that
of T at each momentum-transfer value. The lack of structure is not surprising, as
the m-nucleon amplitudes are smooth and non-zero in this region, see Fig. 1.1,
and the form factors are well behaved as well up to the 8 fm~?2 covered at 180
MeV (see Fig. 1.7).

Smith ef. al. report a -1.5% asymmetry in the D cross sections at back
angles, with uncertainties at the different angles near 0.6%. That is

o(r D) -0a(x*D) B

= —-0.015,
o(r™D )+o(x*D)

or. o(n*D )/o(r~D ) = 1.03. To include this result, we must divide the values
of pD | used to calculate r; and r; , by 1.03. Including the asymmetry increases
the separation between r; and r; in the back-ward hemisphere (see Fig. 4.1). In-
cluding the asymmetry in the forward hemisphere would decrease the separation
between r; and r,; ; however, the asymmetry data exists only for angles greater
than 60° and so the correction has not been applied to the forward-hemisphere
ratios.

The Simple Model impulse approximation done in Sec. 1.6.4 gives large
variations in r; and r, in both hemispheres for small variations in 4, and 4§, .
However. no combination of §, and 6, made the ratios cross over as seen in the
data.

The data are not inconsistent with the simple multiple-scattering picture
given in the previous section. Consider r; , for example. The numerator, 7~ T,
will be dominated, in double scattering, by the product #~n x 7~ n , while the
denominator, 7*3He, will be dominated by #*p x n*p, so that the double-
scattering systematics will be the same in both the numerator and denominator.
As multiple scattering becomes more important with increasing angle (or in-
creasing momentum transfer), we would expect a similar additive correction for
both numerator and denominator, and no great variations in the ratio. As the
nucleons in 3He are slightly more separated than those of T, we would expect
the multiple scattering from 3He to be suppressed somewhat; thus both single
and double scattering should tend to increase r, above 1.0. The same arguments
indicate that r; should be above 1.0 as well.

The crossover of ry and r, must be considered whether or not the #D asym-
metry is included in their determinations. The arguments in this section suggest
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that ry and r; are very sensitive to the nucleon distribution, and therefcre te the
form factors. Nevertheless, the inclusion of the more sophisticated form factors of
Barshay and Seghal [Bar85] in the simple model did not produce such a cross over
(see Sec. 1.7). In the calculation of Gibbs and Gibson, inclusion of a ("oulomb
term in the potential produced a similar crossover [WRG92], although it is not
seen in the calculation by Kim et. al. {Sec. 1.7), using a similar term, but not
proton-proton repulsion in *He.
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point at each energy is consistent with the shape at 180 MeV.
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LO,,,,, ] 0..n ] -t I r l ro ] Exp.]
40.0 | 43.5]0.7 1.04(0.05) |  1.04(0.04) | 546
40.0 | 43.5]0.7 [ 1.021(0.027) | 1.060(0.029) | 905
500 | 5420 1.1 1.02(0.08) | 1.01(0.08) | 516
600 64.7[15 1.13(0.08) | 546
60.0 | 64.7 | 1.5 || 1.041(0.030) | 1.079(0.030) | 905
700 | 75.1]1.9 1.11(0.15) | 546
80.0 | 85.3[2.311.007(0.046) | 1.143(0.050) | 905
90.0 | 95.4 | 2.8 || 1.038(0.069) | 1.106(0.065) | 905
110.0 [ 115.0 [ 3.6 [ 0.997(0.045) | i.107(0.044) [ 905
158.0 | 160.0 | 5.0 1.10(0.06) | 0.99(0.06) | 1064
162.0 | 1636 | 5.0 1.08(0.05) | 1.01(0.06) | 1064

Table 4.5: ry and r, 142 MeV

[ 8105 l 0., [ -tH r ] rp I Exp.
400 44010 1.04(0.03) | 1.04(0.03) [ 5i6 |
40.0 | 44.0 [ 1.0 [ 0.998(0.022) | 1.087(0.025) | 995
500 | 54.7| 1.5 1.05(0.05) | 1.10(0.04) | 546 |
60.0| 65.3 20 1.07(0.05) [ 1.17(0.06) | 546
60.0 [ 65.3 [ 2.0 || 1.002(0.025) | 1.183(0.031) | 905
70.0 | 75.7 | 2.6 1.07(0.04) | 1.20(0.08) | 546
73.0| 78828 *0.989(0.030) 1.186(0.054) | 1032
30.0 | 85.9 3.2 1.03(0.06) | 1.09(0.08) | 546
80.0 [ 85.9 [ 3.2 {[ 1.000(0.040) | 1.126(0.047) | 905
90.0 | 96.0 [ 3.8 ][ 0.988(0.057) [ 1.09(0.05) | 546
110.0 [ 115.6 | 4.9 || 1.020(0.068) | 1.159(0.072) | 905
114.0 | 1194 [ 5.2 1.07(0.04) [ 1.02(0.04) | 1064
125.0 | 1298 | 7.7 1.13(0.04) | 1.06(0.04) | 1064
135.0 | 139.1 | 6.1 1.15(0.06) | 1.01(0.07) | 1064
145.0 | 148.3 | 6.4 1.09(0.05) | 1.03(0.06) | 1064
155.0 | 157.4 | 6.7 1.08(0.05) | 1.06(0.06) | 1064
168.0 [ 169.2 | 6.9 || 1.12(0.06) | 1.05(0.06) | 1064

Table 4.6: r; , r; 180 MeV




[ olﬂbT Om ] -t L ry T ] l Exp1
10.0 | 44.4 [ 1.3 ] 1.033(0.026) [ 1.107(0.026) | 905
60.0 | 659 2.6 || 1.042(0.038) | 1.109(0.045) | 905
69.0| 75.3 (3.3 1.002(0.039) | 0.915(0.048) | 1032
| 80.0 | 86.6|4.2 | 0.976(0.084) | 1.283(0.123) | 905

[ 168.0 [169.3 l 8.9 IL 1.21(0.11) I 0.97(0.07)l lOG‘T]
Table 4.7: r; and r, 220 MeV

(w0 ] ] 2 [,
500 ] °3.7] 24 0.97(0.05) 1.02(0.05) | 1032
66.0 | 72.7| 3.9 1.05(0.11) 0.72(0.06) | 1032
75.0 | 82.1| 4.7 || 0.96(0.12)/0.917(0.119) | 0.74(0.08)/0.711(0.077) | 1032
80.0] 96.2] 6.1 —1.22(0.29) —___0.91(0.011) | 1032

[168.0]169.4 109 125(20)]  0.99(0.16) | 1064 ]

Table 4.8: r; and r; 256 MeV. The two entries at 75° are from two separate analyses.
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4.1.3 The Superratio

R is the ratio that should be the most independent of first-order (‘oulormb
effects, with the exception of the form factor variation due to p-p repulsion. At
180 MeV, where the angula- distribution is complete. R does not seem to exhibit
any structure in the backward hemisphere; rather it is fairly flat with a value of
around 1.15 (see Fig. 4.5). It may be that the seeming dip around 120° is a real
structure, but the error bars are not inconsistent with a smoother shape. At any
rate, the value is consistently above 1.0, to at least two o at all points. All of
the optical-model calculations mentioned in Chap. | show a value near 1.0 in
the region around 100°, where these experiments have the least data. However,
considering the large error bars on the 115° point from the previous experiuments.
the data is not inconsistent with a dip there. followed by a slowly rising function
at back angles. This shape was predicted by Gibbs and Gibson. Their curve for
the prediction §, = —0.03fm follows the data well, (Fig. 1.6j.

The other energies have similar values for the lone back-angle points. Each
is above 1.0, although the difference is less than two o.

Note the surprising value at 256 MeV from Fxp. 1032 {Pil92] (Ber91] at the
NSF dip, and the seeming ¢ip there to about 1.0 at 220 MeV. In addition. there
is a single NSF dip pcint taken at 295 MeV {Ber91}, which has not been plotted
as there are no points at this energy in the current experiments, whose value is
less than 1.0 as well. Possible explanations for these below-one results at the NSF
dip will not be considered here, but we note that at this energy we are off the
A resonance, and the simple pictures given for p* and p~ (Sec. 1.6.4), whose
product make R, is no longer adequate.

—
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Figure 4.5: R for all the experiments. O Exp. 546 [Nef90), x Exp. 905 [Pil91]), O Exp
1032 [Pil92] and [Ber91], filled square, current experiments.
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(B[ 0 [ 1] R Exp ]
400 ] 43507 1.09(0.01) | 516
10.0 | 43.5]0.7 || 1.082(0.039) | 905
50.0 | 54.2 | 1.1 1.04(0.05) | 546
600 64.7]1.5 546
60.0 | 64.7 1.5 1.123(0.038) | 905
70.0] 75.1[1.9 546
30.0 [ 85.3 (2.3 | 1.152(0.061) [ 905
90.0 | 95.1 | 2.8 || 1.148(0.086) | 905

[110.0 [ 115.0 [ 3.6 [ 1.104(0.064) | 905

[ 58.0[160.0] .0 1.09(0.06) [ 1064

[ 162.0 [ 163.6 [ 5.0 | 1.09(0.06) | 1064

Table 1.9: R at 142 MeV. The blank entries are points where data was taken for r; but
not r; during experiment 546, thus R cannot be computed there

[ 0,,,¢,l Ocml -IH R[EXPJ
40.0 | 440 1.0 1.08(0.04) | 546
10.0 | 44.0 | 1.0 || 1.084(0.039) | 905
50.0 | 54.7] 1.5 1.16(0.05) | 546
60.0 | 653 |20 1.25(0.08)| 546
60.0 | 65.3 2.0 1.185(0.036) | 905

—70.0 | 75.7 | 2.6 1.30(0.10) | 546
73.0 ] 78.8 |28 | 1.171(0.043) T 1032
R0.0| 859 (3.2 1.13(0.10)] 546
30.0 | 85.9 3.2 [ 1.127(0.057) | 905
90.0 | 96.0 | 3.8 1.08(0.07) | 546
110.0 [ 115.6 | 4.9 || 1.183(0.078) | 905
114.0 [ 119.4 [ 52 | 1.09(0.04) | 1064
125.0 | 129.8 | 5.7 | 1.20(0.05) | 1064
135.0 | 139.1 [ 6.1 1.16(0.08) | 1064
145.0 | 145.3 [ 6.1 1.13(0.06) | 1064
155.0 | 157.4 | 6.7 1.14{0.06) | 1064
168.0 | 169.2 | 6.9 || 1.18(0.07) | 1064

Table 4.10: R 180 MeV
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[ 8] 0] 4T R Exp. |
300 | 444 [ I3 1.144(0.037) ] 905
| 60.0] 6597726 | 1.156(0.055) | 905

69.0 | 5.3 | 3.3 || 0.946(0.062) | 1032
| 80.0] 86.6 [ 4.2 1.251(0.121) | 905
[168.0]169.3 8.9 1.17(0.09) ] 1064 |

Table 4.11: R at 220 MeV

r Gias r 0 m I - ﬂ R [ Expj
500 557 ] 24 0.98(0.06) | 1032
66.0 | 72.7| 3.9 0.75(0.07) } 1032

750 82.1 4.7ﬂ 0.71(0.09)/0.652(0.068) | 1032
89.01 96.2} 6.1 u 1.08(0.20) { 1032

168.0 | 169.4 [ 10.9 | 1.24(0.20) | 1064

Table 4.12: R 256 MeV. The two values at 75° are from separat